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Executive Summary

This deliverable presest h e r e s u 1Enesgy Data sécdrify miBgation for the DELD®Avhich

entails the identification of various attacks that could affect and be more relevant to the platfdAn

and infrastructuredMoreover,itpr oposes t he count er mephysiealrsecsrity j oi ne
tradeoffs and cost effective solutiodswhich formulate a framework to analyse the tratfe and

deliver cost effective solutions for cyh@hysical and cybephysical protections.

The contents provided in this document are structured in a way in which, after a careful review of the
security standards, the types of attacks that may affect the various compobetitsphysical and
intangible- of DELTA have been identified, thus being able to design the management of risks run by
each of its components.

The risk identification process is a crucial procedure because it allows the identification and analysis of
the characteristics of threatsander to protect sensitive assets. The analysis of DELTA systems has
allowed us to map the threats to which the platform itself is sensitive as well as the ability to create
attack models for each component of the system.

Consequently, we were able to guze some defensive strategies for the HW and virtual components
of DELTA with lots of training models to be used for the identification of anomalies produced by the
attacked components.

The second part of this document deals with the analysis of cybetgdcadeoffs and energy
insurance and derivatives.

With the analysis of intangible assets, a model for evaluating economic losses due-titaghsrthat
can affect the various companies of the DELTA group and how the interdependencies between the
various parts of the same platform are afflicted was also proposed.

We also proposed a trad decision tool in order to be specifically targeted to demand and response
systems in the power domain.

Finally, we proposed an analysis of the limits that cylmsurance providers have and proposed
alternative models of cyber insurance for the energy sector.
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1. Introduction

1.1  Scope and objectives of the deliverable

This deliverable is associated with tasks 5.3 and 5.4 of the DELTA project and provides a framework
that is targeted for risk assessment and managen
ecosystem, as well as, the evaluation of cyber/physézairigy tradeoffs and involved coseffective

solutions for the same context.

We survey a large number of standards regarding various topics related to risk assessment and
management standards and related best practices, attack models, threat dtagsifidaerability
modelling security costs and overall metrics and scales pertaining to each of the aforementioned topics.
In a few words, this deliverable addresses the following topics:

Risk Assessment

Risk Management

Threat Classification

Vulnerability Modelling and Scoring
Cybersecuritylradeoff Analysis
Energy Insurance & Derivative Survey

= =8 —a 8 a9

The work presented here was tailoredise cases regarding the energy domain and, more specifically,
that of energy aggregators, based on the coemsnlayering and the overall architecture that DELTA
is built upon.

1.2 Structure of the deliverable

The work presented in this deliverable is structured as follows:

T Chapter 2 presents a risk assessment survey, introducing preliminary concepts, various
stardards and best practices, as well as, risk management methodologies.

1 Chapter 3introduces a classification of all the threats that have been identified in the context
of DELTA, assigns them to standardized vulnerability scales, provides attack trebg for t
identified threats and a taxonomy of the affected data and concludes by predefaimge
strategies for protocols that are involved in DELTA.

M1 Chapterdi s based on the work presented on the pr
risk assessment framewaork by scoring vulnerabilities for all assets and providing both individual
and cumulative risk assessment metrics.

T Chapter 5pr esent s D E Lufitytbadeoffcapdlysis mogiding a framework for
evaluating coseffective solutions for cyber, physical, and cypaysical protections.

1 Chapter 6 presents an elaborate survey regarding the usefulness oilcybence and security
derivatives in trasferring the residual risk/liability in the energy domain.

1 Chapter 7 provides concluding remarks.

1 Annex A, B and C Table of references to the various resources that were employed and/or
cited in the context of this deliverable.
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1.3 Relation to Other Tasks and Deliverables

The functional and technical requirements derived in WP1, as well as, inputs received from the
development efforts of the components across WP3, WP4 and WP5 provided valuable input in regards
to the drafting of this document.
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2.Risk Assessment Survey

2.1 Preliminaries

Risk assessment is defined as the mechanism by which risks are identified, measprieditzet for
organizational assets and operatidhss a vital process since it forms the framewéok handling
identifiedrisks Taking into account the risk profile of an organization, treatment strategies include

Risk tolerance for situations where the risk is at an appropriate level
Risklevel reductiorthrough security protocols.

Risk management by ignoring or removing teenpromised asset.
Risk shifting with the use of cybaecurity mechanisms.

=a =4 -8 -9

Risk Management

Risk Assessment

!

Risk
assessment
required?,

Figure 1. Risk management process

We stresshat, in several casessk assessmertr risk managemenprocesseslo notaimto provide a
completelysafe systeminsteadtheir key objectivas to deliveranacceptable level of security with a
reasonable cost for the organizatibmthis chapter, guidelines and common standards will be examined
together with the risk assessment methodolamiesframeavorks which are commonly used by security
professionalsn the field ofrisk assessmenRisk assessment process is a multidisciplinary process,
which may require some or all of the actions depictdeéignrel andare presenteldelow.

The first actiorrevolves aroundontext establishmenivhichentailsthe identification and definition of
the digital, technicalsocial,and business context in vahi the system operatess well asmodelling
information system itself. Thistepcan be overlooked when there is already sufficient information
regarding theystend specificationeven thougthe context of the information system is still important.
The evaluation framework, security requirements, stakeholder priorities, risk criteria, dtattee
actionscorrelatedo this first step.

The next action includes risk identificatiohhis isthe main focusof every risk managemenwhich
refers to the use of available information for defining future system attack vectors and vulnerabilities.
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The final action consists of two processes, risk analysisand risk evaluationThe formerenabls a
ctkanunder st anding of a systemds vulnerabilities,

parameters associated with the observed thiéatlatter classifies and assignpriorities in order to
enableorganizationsto pick countermeaseg mitigation strategies, security contrasid security
policies.

2.2 Standards & Best Practices ISO

Risk assessment and risk managementlmdormation Technology (IT) systems he evolved
tremendouslyhe past years, as a key mechanism by which organizations protect their Information and
Communication Technology (ICT) infrastructuréd series of risk assessment standards and
methodologies offer guidelines on establishing a risk evaluation framewodkganizationsin this
subsectiona number of standards and regulatiaressurveyedor collecting valuablenformation.

IT systems have evolved over the years, being built after taking into consideration risk assessment and
risk management standardsdaauthoritativeguidelines. Onef the mosivell-knownstandard in the IT

area is the ISO/IEC 27005:2011], which is an information security risk managemstandard
published in 2011 and revised by ISO/IEC 27005:2018 in ZZJ18loreover, ISO 31000:2009, which

was published in 2009, provides a general -imolustrial ecific risk management framewofg]. In

2018, this standard wasevised by ISO 31000:28 [4]. The National Institute of Standards and
Technology (NIST) published NIST SP 830 Rev. 1 in 20135], aiming to provide guidance for IT
systemgegarding risk management.

ThelSO 223012019[6] standardoecame public in 2@L(second edition was published in 2019 [14])

in order to guideorganizationsand businesses to resume operations and return to normal working
conditions, as sooas possible, right afterteoublingincident.Furthermore]EC 62351:2020 SEIR]
published in 202@ims to secure energy management systems and data exchamgeniartly area. It
defines mechanisms for fulfilling the foaore data communication and data processing requirements,
which are nofrepudiation, integrity, authentication and confidentialtyST also publishedni 2014,
NISTIR 7628 Rev. 143], which provides a thoroughamework to organizations in order to establish
the appropriate cybersecurity solutions, customized to their complex combinatfeasuoés, threats
and weaknesses relevant to the Smart Grid Eieally, the Europea@ommissioralso published some

EU regulation, namely 2017485[9], 2017/21910], 2019/194143[11] regarding the energy domain
Below, the regulations and the standards mentioned in this section will be thoranglylsed

2.2.1 EU Regulations

I n order to guarantee a systemds s e onmmsionys, trar
Regulations 2017/148&nd 2017/2196 which were developed to be a standardized ruleb&uich

technical guidelines should guarantee that certain incidents involving electricity are successfully dealt

at operational levelThe regulatior2019/1941 was published by the European Commig&a) in

2019 demonstrates strategies for coping with possible future electricity crises and puts in place the
necessary mechanisms to early detect, mitigate and handle those sitiai®nsgulation also guides

aEuropean UnionEU) member state on how to elimieaguch incidents and what steps it should follow

in order to overcome a possible electricity cridisis very importantto be fully alignedwith the

guidelines this regulation provides in case of an energy incident, so as this regulation should be in
accordance with regulation 2017/2196.

The European Commission has not only published regul2@d8/194 Towards this directiorbut also
pubiished regulationg2019/94212] and 2019/94813]. The first regulation ohtese provides guidelines
for establishing an EU Agency for the cooperation of energy regulatote@nther regulation, namely
2019/943 offers a frameworHior rule establishment in ordéo ensure thefficiency of the internal
marketfor electricity.
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2.2.21S0O 31000

ISO 31000 is a family of standards, which provides efficient risk management using suggested
guidelines and principles and was firstly published in 2009 by the International Organization for
StandardizationAfter the first edition of ISO 3100published in 2009, a second edition was provided

in 2018, revising the initial on& he recommendations provided by this standard can be generically
applied to any organization or company becdiusemes to replace the plurality of the existing standards

in a packet of one, utilizing risk management processes. These processes include several activities,
which areanalysedelow[4].

The first phase includes the commmzation and consultation operations. This activity is important in
order toevaluatethe expectations and concerns of stakeholderspecify if the risk management
process focuses on the appropriate elements and to justify why decisions and relevesdatnent
options are adopted.

The next phase includes the contestablishmentThis approach focuses on identifying the goals and
assessment requirements of the organization in order to achieve the objfdinesrisk management
processThe context takes into account internal elements such as organizational governance, culture,
standards and rules, skills, current contracts, worker preferences, information $ystatasexternal
elements such as regulatory environment, market congliticstekeholder expectatins.

The third phase includes the risk identification procassvhich all potential risks will be identified.
On the other hand, the fourth phase includes the analysis of thewisiké covers the process of
determining anevaluating possible risks through identifying the origins and causes of thesantisks
examining the probability and effects of the current controls

The next phase covers the risk evaluation activity. In other words, the activity by which the séverity o
the risk is calculated by contrasting the predicted risk with the risk critérwapenultimate phase deals
with the risk treatment. More specifically, this stands for the selection and execution of risk
improvements by adjusting the degree and proitxabil both positive and negative impacts.

The final phase includes the monitoring and reuigvprocess The goal of this process is to quantify
the efficiency of risk managemetaking into consideratioparticular indicatorsThe effectiveness of
these indicators is regularly reviewed. This activity also explores potential inconsistentiesisk
management plamore specificallywhether the framework, poliay strategy othe risk management
appear to matctvith theexternal and inteal contexts of the organization

2.2.31EC 62351

IEC 62351 is a standard developed by afethe technical committe of the International
Electrotechnical Commission (IEC TC57).hi s st andard is titled fAPowe|
associatd information exchanggDat a and communi cat i otmesdensfieatiomr i t y 0
of security features for the domain of power systévitseover, IEC 62351 incorporates eleven sections

covering authentication, integrity, confidentiality anderbhsed accessontrol security policies,

containing protocols such #sC 61850, IEC 60878, IEC 608766, and IEEE 1815

IEC 62351 contains technical security features, which can be used explicitly to satisfy security criteria
taking advantage of othtgchnical standards such as IEC 62448thermore, one of IEC 62351's main
objectives is to provide an efto-end protection on the transport layer or on the application layer. It is
worth noting that in this case eitalend protection stands for mutualtientication, integrity and
confidentiality protection of communicated daka.addition to the provision of security services to
secure exchanged data, a definition of connections with security infrastructure is also available. This is
achieved by incluidg a specification for the key management, defining the management of security
credentials, while IEC 62358 emphasizes on maintaining authorization with a-balged concept.
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Another specification focuses on securigyated events and tracking infornget to improve the
existing network monitoring and logging methods with specific details for the energy domain.

Security protocols within IEC 62351 are specified in a manner that will allow current technologies to
be used anthke advantage astablished means to meet the requirements of energy auton@ion.
notable example is the use of the TLS transport layer security protocol in order to secure
communications based on TCP. Another example applies to the authentication and access control
focusing on X.509 certificates.

Concerningsubstation automation, the maiocus on IEC 62351 sections8and 5 regards to safe
communications in direct contravention to IEC 628351vhich deals with key management. More
precisely, these sections congatd on securing theele-control connectivity (IEC 60874 and IEC
61850), that can be used to link to substation external pgers

2.2.41S0 22301

ISO 22301(Securityand resilience Business continuity management systéni®equirementsjvas
initially designed and published in May 2012 by the ISO / TC 223 Technical Committee regarding
societalsecurity being he first published ISO standard tlstdndardizethe latest template for writing
management system specificatiodghen theTechnicalCommittee ISO / TC 223 was demobilized,
another committeavas contracted, namely ISO / TC 292, which introduced an update of this standard
in October 2019The new revigin of the standardSO 22301:2019wvas released in order to updtie
content of the standaahdprevent repetitions.

ISO 22301:2019 wamtroduced as an international standard for Business Continuity Management
(BCM), in order to assist organizations reduce theirdistortion risk due to natural disasters,
environmental factors or even technological malfunctittnsffers not only guidelines for emergency
management strategies, but also recommends a thorough and structured predefdioce
contingency planning, mitigation, business continuity and recovery mechanism.

The objective of this standard is to describe the method of developingizgé Business Continuity
Managenent System (BCMS) based tme amount andatureof impact that can be managed dy
organization after a distortiokurthermore, the mechanisms for evaluating the validity of the BCMS

are established in order to allow the operational excellence based on verifiable results. The specified
standardizednpcess BCMS should be compliant with the constitutional, legislative, organizational and
industrial requirements of an organization and with the requirements of its business fidiners

2.2.5NISTIR 7628 Rev. 1

NISTIR 7628 rev. 1 offers a detailed model to be used by organizations to establish appropriate cyber
defencepolicies customized to their complex combinations of features, risks and vulnerabilities relevant
to anart grids.lt is the first step in the development of common protoddtglication Programming
Interfaces API) and technical requirements for a reliable and secure SmartBridover, this standard
primarily focuses on the issues of cyber protectimhdoes not discushipsical security specifications

The guidelines given by NISTIR 7628 areither obligatory noprescriptivebut they are consultative

and are designed to promote activities by each organization in the field of establishing an efficiently
proactive monitoring responding and recoveralgkan for cybeithreatsNISTIR 7628 has formulated

the power grid to contaiseven domaingransmissiondistribution operationsgenerationmarkets
customerand servicerovider.

The development of a successful methodology for cyber security requires a systematic approach using
risk analysisln simple words, a risk can lpgesenteds a potential, in which a threat can leverage a
vulnerability to breach security and cause great danfagsk is generally the outcome of interactions
between threats, weaknesses, and consequenbesrisk evaluation processfor Smart Gridsis
supported by widely usetsk assessmemethodologies
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Briefly, the cyber security strategy outlines a mechanism for prevention, identification, initial response
and restoratiorHowever, for other complex infrastructures, this general approdithilty suited.The
known and accepted Smart Grid strategy can be explained using the followistefierocedurpt3):

A The first step involves the selection of useses with aybersecurityview. In other words, the list
of use cases offers a universal framework for risk assessment, the development of a logical reference
model and the selection and adaptation of security requirements.

™

The second step includes tpexformance of a risk assessmerihe risk assessmeistconducted

from a highlevel, overall functionaliewpoint including the identificationf assets, vulnerabilities,
threats and the specification of impadtse bottomup approach{vulnerability classes) artietop-

down approach (intecomponent domain) atgoth included in the analysig.he overall result is
affected bytherealistic analysis of unintentional failures, natural events, and malicious threats and
their relevance toubsequent risknitigation strategies.

™

The third step includes ttspecification of hijh-level security requirement€ybersecurity experts
as well as power system experts were required to evaluate particular security requirements and select
the most suitale security technologies and methodologies.

)

The fourth step introduceke developmat of a logical reference model. Logical communication
interfaces between actors are identified by this tegkl logical reference modeélloreover, this
fourth step als includes theassessment of Smart Grid standai@sidelines are given in order to
address the gaps found in security requirem@&esommendations are also recognized as potential
conflicting standards and standards with safety requirements that aensistent with the safety
requirements included in this report.

)

Finally, the last step introduces tbenformity assessmetr more preciselyhe developmerf a
conformity assessment program for secutyocess guidelines and best practiceisniarove the
deployment of fully integrated and stable Smart Grid technolegiealso included

2.2.61SO/IEC 27000 Series

The ISTIEC 27000 family of guidelines for information security managemeeteloped by the
International Organization for Standardipat(ISO) and the International Electrotechnical Commission
(IEC), is a series ofommonlyusedstandards for information securityhich can be integrateich order

to provide a internationally accepted context fanformation security managementhe first
publication was made in 2009 and since then several revisions have be made, in 2012, 2014, 2016 and
2018 respectivelyA large number of standards formulate this family, some of which have been proven
helpful in defining relevant recommendationghich can be used as countermeasures for threat
reduction in the Electrical Power and Energy System (EB&®3ain The tabldbelowsummarizesome

of these standards, which aim to provide energy systemsawithformation Security Management
System (ISM§) [2].

Table 1. EPES domain relevant ISO/IEC 27000 family standards

No. Name | Description
1 ISO/IEC 27001 Information technologySecurity Techniquesinformation security
management systemds Requirements.
Code of practice for information security contreksssentially a
detailedcatalogueof informationsecurity controls that might be
managed through the ISMB8formation security management
system (ISMS).

2. ISO/IEC 27002

! https://www.isoorg/standard/54534.html
2 https://www.iso.org/standard/69379.html
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3. ISO/IEC 27008 Information security risk management.
4, ISO/IEC 27019 Information security for process control in the energy industry.

2.2.7NIST SP80G30Rev.1

The National Institute of Standards and Technology (NIST) published the st&83r&P 80680in
September 2012, as a special document desfgnedk assessment of information technology systems.
This standard is composed of recommendationsgaitkinesfrom a solely technological viewpoint

for protecting the IT infrastructure. Moreover, NIST SP-800has been the basis forming several
otherstandards because of being one of the first documents dealing with risk asselédrasriieen

used wortlwide for risk assessment of information security and it is applicable to any organization that
uses IT componen{s].

2.3 Methodologies

A wide range of risk assessntanethodologies exist, which are used in the industry domain. Most of
the methodologie®llow a common approach, which is a standard and linear procedure, composed of
several core elements such as the threat detection and classification, the identifidathe
vulnerabilities and the impact assessm&he mostwvell-known methodologies are listed below.

2.3.10CTAVE

The Computer Emergency Response Team (CERT), which was working at the Software Engineering
Institute of Carnegie Mellon University in USAreated the OCTAVE (Operationally Critical Threat,
Asset, and Vulnerability Evaluation) framewoik order to assist organizations withisk assessment
methodologyAfter its first releasdén 1999 several otheupdates and changbecame public, suctsa

the OCTAVE Framework v 2.0 2001 OCTAVE Criteriav2.0 in 2001 OCTAVE-Sv0.9 and v1.0 in

2003 and 2005 respectivehnd OCTAVE Allegrov1.0 in 2007 The OCTAVE Allegro approach
promises taleliver reliable outcome without the need of high knowledgestrassessmertbecause it
focusesmnainly on the threats, vulnerabilities, and disruptions information assets face, when transported,
stored and processefkccording to the OCTAVE Allegro roadmap, the methodology is formesiight

steps which consisfour stagesas depicted ifrigure2 [15].

Identify &
mitigate
risks

Identify Risks Analyze Risks

Figure 2. OCTAVE Allegro roadmap

Establish Profile Identify
drivers assets threats

Establish Risk

Step 8

2.3.2CRAMM

The CRAMM (Central Communication and Telecommunication Agency (CCTA) Risk Analysis and
Management Methodinethodis a methodology widely used in the area of risk manage et
analysis developed in 198By the British governmental agency CCTh 2005, the British Standards
Institution (BSI) revised BS779%art 2 and released this as BS7799/2005 (1ISO27001). Therefore,
CRAMM Version 5.1 is fully compliant with ISO 27001 and provides significant upgradetkothe

3 https://www.iso.org/standard/75281.html
4 https://www.iso.org/standard/68091.html
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method and the software support toolKihe table below shows the three phasebthe steps included
in each phasef the CRAMM method16].

Table 2. CRAMM phases

Phase | Description

Asset dentification 1. Description of the information system and facilities
& valuation 2. Evaluation of assets amufrastructure

3. Verification and validation of the assay
Threat & 1. Identification of threats related to each asset
vulnerability 2. Assessment of threats and risks
assessment 3. Calculation of the combination of risk <AsgetT hreat

T Vulnerability>

4. Verify and validate the level of risk
Risk management 1. Identification of recommendezbuntermeasures

2. Creation of a security plan

2.3.31T -Grundschutz

The German Federal Office for Information Security (BSI) made tHerlindschutz public in 1994, as

a part of series of standards. The objective of this risk assesapmoachs to provide a qualitative
frameworkin order toidentify, analyseand evalua the security incidentswhich may berisky for an
organizationbe both compatible and functional with other standandibe implemented properlyT -
Grundschutz is fully ampliant with the ISO/ IEC 27001 standardnd therefore recognizeasiorld

widely. Even though it has been developed back in 1994, BSI continues to refine and develop it ever
since thenlT-Grundschutz lists possible threats, provides the necessary sewesisyres and follows

the rules of ISO / IEC 27001 security standdfdr each part of an information system, the essential
modules are selected and implemented in order to identify critical system vulnerabilities and align with
the IT-Grundschutz method 7].

2.3.4CORAS

The GORAS approach is a modélased risk assessment framework, develapeter an Elfunded

project named CORAS. The project was completed in 2003, but since then the framewaockikied re
several updatedhis risk assessment framework is compliant with ISO/IEC 270QRAS is formed

of three basicomponents, aomputer languagea risk assessment method and a computerized tool.
The risk assessment method introdubgdCORAS isstructured with the help of techniques, such as
HazOp Analysis, Fault Tree Analysis (FTA), Failure Mode and Effect Criticality Analysis (FMECA),
Markov Analysis and CRAMMnethod Even though the basic techniques of risk assessusedtre

similar to a noticelale degree, the CORAS approach is capable of revealing and dealing with any kind
of risk or threatargeting an IT infrastructuf@0]. On the other handnother component of CORAS is

the computer language. The language used in this project was the Unified Modeling Language (UML).
However,the language has evolved into a domain language independent of the UML and undergone
multiple tests, receivinghput from commercialand educationadnd scientific research studidsve

key diagrams are available in CORAS language, namely treatment diagrams, treatment overview
diagrams, asset diagrams, threat diagrams and risk diagfaensgast component of CORAS ftise
computerized tool, which facilitates the recording, management and analysis of risk modeling data.
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Stage 1

2.3.5RiskSafe

In 2012,the RiskSafe method was published in order to provide a risk assessment framework as a

Stage 3

Risk identification
using threat
diagrams

Stage 5

Figure 3. CORAS roadmap

Softwareasa-Service (SaaS) solutiprbeing fully compliant with ISO 27001Consultants with

considerable expertise in risk management in a wide variety of markatsdeate developed RiskSafe.
This method intends to make risk assessment a rather flexible process by converting risk assessment and

management into a collaborative approddbreover, it allows all stakeholders to understalhgphases

of the risk assessnt method, such as the risk identification phase, risk analysis and risk evaluation
phaseg$18] [19].

Table 3. Comparison of risk assessment methods

CRAMM RiskSafe Octave CORAS IT-
Grundschutz
Origin UK UK us NO, EU Germany
Analysis I o Semk o I
approach Qualitative Qualitative quantitative Qualitative Qualitative
ggslzlsbskranfe)r:t No, requires No, different ycﬂngtuee;?
 Teq roles in Yes Yes )
by an consultant material and
=y = software L .
individual limited time
Suitable for
SME No Yes Yes Yes Yes
Expertise
level Specialist Standard Standard Standard Standard
required
Available
in EN, NL, CZ EN EN EN DE, EN
languages
Cost Paidlicense Paidlicense Freelicense Freelicense Freelicense
Used in EU
member Many. UK Not applicable Many. Many.
countries countries countries
states
Compliance ISO/IEC ISO/IEC
to IT ISO/IEC I;%QEC Not applicable 27001 17799
standards 27001 S0 27005 PP ASINZS ISO/IEC
4360:2004 27001
Released
(updated) 1985 (2005) | 2012 1999 (2007) | 2003(2014) 1994 (2005)
Level of Management, Management, Management, Management, Management,
detail operational, | operational, . operational, | operational,
: : operational : :
technical technical technical technical

The above table shows a comparison of the risk assessment methods mentioned in this chapter,

comparing some basic elementsath aforementioned method.
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3.DELTA Energy Asset & Data Security

Organizations are becoming vulnerable to different kinds of threats due to the development of the
Internet and generally the development of information and communication technology.€Faetiomn

of the system's users, their motivation and the vulnerabilities of the system are responsible for these
threats. The classification of security threats helps system users to identify, recogaizalgsahreats

in order to recommend effectiveaurity solutions. By considering various aspects of the system, such
as the source code or the users interacting with it, the security threats can be identified and categorized
in multiple ways. The classification of the threats allows the recognitiooraahization of them into

groups in order to easipnalyseand evaluate their impacts and establish measures to avoid or minimize
their effect on the system. There are multiple threat classifications used in literature, [@igH243

[23], but the threat classification described by ENISA is widely accepted over the European Union and
therefore the one to be used for this project.

3.1 Threat Classification

Threat classification is a crucial procedure because it usually suppddsrtiication and the analysis

of the threat characteristics in order to be able to protect assets of the Jysteniassification also

outlines the threats that affect these devices and helps explain the variety and the features of defensive
solutions which willbe usedBa s ed on ENI SAD®G[R4], théreiseagplethotaoh threats o my
assumed for smart grid asseis. seen irFigure4 below, there are nine threat type categories, each of
which contains a number of threat classes or thrEatseach threat type, only an indicative number of
threats will be explained in modetails[25].

- —
Natural disaster Bomb attack, threat
Environmental disaster Sshotage
Fire
sallution. dust Flood Natural disaster Deliberate Vandalism
o waroe physical attacks | Le—a Theft (device, media)
Unfavourable climatic conditions Infarmation leakage, sharing
Msjor environmental events | Unautharised physical access
- Fraud
Damage by third party
Damage, corruption from testing
Integrity loss of information Damage, Loss of
"~ N e —
Loss of devices, media, documents IT asset Erroneous information sharing, leakage
Destruction of records, devices, media Unintentional A dministration of devi N
Information leakage data d rroneous use or administration of devices, systems
ata damage Usage of information from unreliable source
Internet outage Unintentional alteration of data
Network outage
Loss of support services | 1 | Inadequate design, planning, adaptation
Strike Jmm— Outages Threat
shortage of personnel
Energy outage o . - .
Lack of resources Failures, Failures of devices and services
- Malfunction Failure, disruption of communication links
Identity theff ) Failure, disruption of main supply functions
Unsolicited e-mail Failure, disruption of service providers
Denial of Service (DoS) - -
MEH(,‘DUS[DM‘HLW“’, Malfunction of devices, systems
Social Engineering =
Abuse of Information Leakage Eavesdropping, War driving
i ifi : Intercepting, compromisingemissions
O ot ios 5 and o Interception, Intercantion of iformation
Manipulation of information Hijackin, Interfering radiation
Misuse of audit tools ) g Man inthe middle, session hijacking
Falsification of records Repudiation of actions
Misuse of information, information systems N Network reconnaissance, information gathering
Unauthorised use of administration Nefarious Replay of messages
Unauthorised access to systems .
h d T activity, Abuse
Unauthorised software installation 4
Unautherised use of software Unauthorized use of copyright material
Compramising confidential information | Legal Failuretomeet contractual agreements
use of authorizations
Hoax Vielation of laws, breach of legislation
Badware
Remote activity [execution)
Targeted attacks

—

Figure 4. ENISA threat landscape

3.1.1 Natural disaster

The first threat type category presented in the afigueei s t he fiNat uitimrelateBiosast er
environmental disasters, floods, fires, thunder strikes or even unfavourable climatic condttichs

are all capable of creating critical problems and malfunstiorassets of a system. Moreover, problems

such as physical destruction of devices or components, network route disabling and disabling network
hardware are some consequences of this threat.
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1 Natural disaster: Natural disaster threats can affect any organization and sealtirige
hardware fromall sort of natural disasters quite challengingThe hardware can be easily
replaced in any case, but the difficulty in a natural disaster scenario lies in the data, which is not
retrievable. Thereforgerformingautomated and continuous backups ofehire systems of an
organization and storing them dfite seems to be extremely important.

1 Fire: A fire as a threat to ICT systems can be either due to a natural disaster or due to an
intentional action of someorme due to a fault in its own coolingstem In all casesthe hardware
is in dangeland the use of fire prevention measures or fire suppression systems can reduce the
risk of destroying IT infrastructure due to a fire.

i Unfavourable climatic conditions: Unfavourable climatic conditions astlreat towards IT
infrastructurecan be high humiditytemperatureh{eat and fro$t These climatic conditionsan
result in significant harm to storage media or efalnires in hardware components. Moreover,
these effects can be intensified by frequemerature variationgn general, every hardware
component has a temperature range which guarantees normal operation and proper functionality.
Whenevethis temperature range exceegerationakrrorsandsystemfailuresmay occur

3.1.2Outages

i Ou t aimckide dnternet, network or energy outages, loss of support serisesticiency of
personnebr evenlack of resources.

1 Internet outage: There are several possible causes for dropping an internet connection, varying
from infrastructure faults to poweutages to network failures or even design erfamsdnternet
outage as a threawen for a few minutes of downtime can create a domino of possible effects,
resulting in security risks and compliance, sync stoppages, communications breakdown, etc.

1 Network outage: The internal network outage threat indicates the possibility of séthumepf-
orde the internal network of an organizatidn. most cases, employers of the organizations
cause these kind of problems accidentally.

1 Energy outage:An energyoutage can be caused by different actions either a cyberattack or a
natural disaster or random power proldefn any case, no system can openateler these
circumstancedeading to miscellaneous problems.

3.1.3 Nefarious Activity, Abuse

The cat egeofrayritoyypse ANt i vity, Abuseod is related to

Denial of Service (DoS) attacks, injection of malicious code into a system, use of social engineering,

generation and use of rogue certificates, unauthorized activitieted to software and hardware,

targeted attacks, abuse of information leakaggmisuse of information or information systeffsese

threats mentioned in this category are only an e

91 Identity theft: Thi s mal i ci ous t hreat 6s i ntenti on i s

credentials or personal information without having any authorization and permission. Then the
attacker is capable of performing any actibeing disguised as an authorizesgkr.

1 Denial of Service:By unleashing this attack towardssystem or a service, the attacker aons

make the resources of the system or the service respegatinalyailable to their authorized users
by overloadiig themfor either a short period orfan @ re f i perod. 0
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I Unauthorized software installation: This threat can be described as a continuation of the
identity theft threat. In other words, when the attacker gains access of a system using for example
the identity theft attack, ihencapableof installing any kind of unauthorized softwaneorder
to compromise the system however he wants. Moreover, employees of an organization can also
download unauthorized software and install it unintentionally, without understanding the
seriousness of theactions.

3.1.4Damage, Loss of IT assets

iDamage, Loss of | T assetsdo categor yofandTmassetst s
by third party damageor corruptionafter testing, integrity loss of informatiormsls of devices, media
or documentsdestruction othe savedecords, devicesr media andriformation leakage

1 Damage by third party: This type of threat deals with damage performed thyrd party who
is not the insured, the principal administrator of an IT infrastrucburan employee of the
organization

1 Loss of devices, media, documentBue to the nature of removable devices, such as USB sticks
or portable externaflard Disk Drives (HDD)where different kinaf media and documents can
be storedthey can easily get lasThis means that sensitive data stored in these devices can be
lost, causing operational problems to an organization.

1 Information leakage: The threat known as information or data leakage is the unauthorized
transferof any kind of sensitive informatiowithin an organization to destinationoutside the
organizationThis threat can cause serious problémsany areasf an organization.

3.1.5 Deliberate Physical Attacks

The following threat type cat egor ybombatmeklayd f De |
threatening, sabotage, vandalism, theft, information leakage and sharing it, unauthorised physical access

and of course fraud.

9 Sabotage:This threat includeghe intentionaldestruction ofa physical system or the data of an
organizationln most cases, sabotage is the attack type many people link to an insider threat.

1 Theft (device, media):Regarding this type of threat, an attacker or better stated in this case a
thief, takes hardware or even data from an organization by force or without anyone from the
organization discovering it on timé&loreover, a thief can also be an insider, an enmgdoy
working at the organization.

1 Unauthorised physical accessthe unauthorized physical access threat is a very common threat
related to ICT systems, causing tisruptionof the CIA triad of Confidentiality, Integrity and
Availability, which consist théaeart of information security.

3.1.6 Unintentional Data Damage
AUnintenti onal data damageo relates to damage
incorrect use or administration of devices and systems, usage of information from unseliabés,
unintentional alteration of data and inadequate design, planning, or adaptation.

1 Erroneous information sharing, leakage: This form of threat includes the action of an

unintentional sharing or leakage @ensitive information. For example, an employee can
accidentally throw away hatcbpied information without using a document destroyer instead.
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This action can lead to unintentional information sharing if the wrong person uses the
information.

1 Usage of ifiormation from unreliable source: This threat relates to the usage of information
from unreliable sources, such as-ofthe-date material, posts from social media and blogs,
research articles without citations or websites of dubious quaitiey usage aguch information
might lead attackers to be able to exploit potential vulnerabilities of a system.

1 Inadequate design, planning, adaptationinadequate design and planning are key issues for IT
systems because they can cause security and privacy probleragrecisely, at the component
level, poor security design can range from a lack of security methods to poor implementation of
security. All these factors may lead an attacker to take advantage of potential vulnerabilities
related to this threat and atk the system.

3.1.7 Failures, Malfunction

AFail ures, Mal functiond category includes failu
communication links, failurer disruption of mainsupply functions, failureor disruption of service
providersandmalfunction of devicesr systems

9 Failures of devices and servicedf a component of an IT system fails, the whole IT system is
very likely to fail, resulting irvital processes of an organization to f&lch failures are likely
to occur, forinstance, in key components of an IT system, such as servers and network coupling
elementsA breakdown of particular critical infrastructure elements such as air conditioning or
electrical power networks may also lead to a collapse of the entire infornmetiwork.

9 Failure, disruption of main supply functions:An or gani zati onds premises
of networksused formainsupply and disposakervices such as power supply network, Heating
- Ventilation and Air Conditioning (HVAC) network, tgdaone network, IT networkwater and
sewage network or alarm and control systems networkalfunction to one of the networks
mentioned above can lead to serious functional problems in an organization. Such problems can
occur as well in the IT area andore specifically disrupt the processing of any information
needed.

9 Malfunction of devices, systemsThis threat relates to devices and systdmsh software and
hardware assetsyhich are used in multiple IT systems and requaweplex functions to run.
Because of this complexity of these systems, the errorsnidmabccur arecaused by different
kind of reasonsAs a result, computers and applications are not operating as planned and this
Creates security issues.

3.1.8 Eavesdropping, interception, hijacking

AEavesdropping, interception, hijackingd consi s
compromisingemissionsjnterception of informationinterfeing radiation Man In The Middle attack

or session hijackingrepudiation of actionsNetwork recmnaissancand information gatheringand

replay of messages

1 Interception of information: This type of threat indicates that an unauthorized entity was able
to gain access to a network or a device and rediheccommunications in order &ccess
valuabk data Theunauthorized entitgan beeither apersornor a program.

1 Man in the middle, session hijacking:lt takes three entities to execute a Arathe-middle

attack, namely the victim, the person the victim tries to connect with and the mamiittie,
whois trying to hijack the communication between the two legal entAiesitical point to this
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threat is that the man in the middle does not reveal his existence to the victim, in order to intercept
valuable information for himSession hijackigis a threat during which an attacker takes control

of a user sessioin other words, gessiorbeginswhena useiogsinto a service anterminates
whenthe user performslag outand the success of the attack depends on the information of the
sessim cookie obtained by the attacker.

1 Replay of messagesA replay of messages threat, also known as a replay attack, is a type of an
intrusion in the network in whicthe information exchange process is replicated and data has
been maliciously and frauduliynprocessedT hisaction can be achieved eithsrtheauthorized
person performing the information excharayeby anintruder in the networkvho retrieves all
the data and rbroadcasts.

3.1.9Legal

The | ast threat tvyp erelataltoéigatsrsych as anauthiorezedfide ef goayright a n d
material, failure to meet contractual agreemeants violation of laws or breach of legislation.

1 Unauthorized use of copyright material: This threat relates to the usenoéterialprotected by
a copyright law. The material is permitted to be used only after permission is gramtedier
not to infringe certain rights, such as tight to share, viewer reproducehe protected material.

9 Failure to meet contractual agreementsThis threatariseswhena member of the consortium
fails to satisfypartially or entirely the work agreed to be done and generallytéaperform its
obligatiors as stated ithe contract.

1 Violation of laws, breach of legislation:This threat relates to a violation ofaawv or breach of
legislation related to IT infrastructure by someone either intentionally or unintentionally, failing
to abide the existing law. This action may lead to the exposure of possible vulnerabilities to
attackers.

3.2 Vulnerability Mapping

The tabé below(Table 4), depictsthe association between the threats presented in s€ctind the

different assets of DELTA, nameREID, P2P Network, Aggregatdincluding the GSSE)DVN and

the BlockchairNetwork (BC) Thosethreatd i st e d pgrolabitityp mearothathe chace ofthe

threat to occur is very limited but notimpossilden t he ot her hand, the ones |
indicate that thse threats are not expected to affect at all any of the DELTA components.

Table 4. Identified threats associated with all DELTA components

Threat Type Threat classes and threats Severity Assets mapped to threats




H2020 Grant Agreement Number: 73960
Document ID: WP5 / D5.3

A

e
DELTA

Identity theft 0.5 FEID
Unsolicited email 0.1 Not Applicable
Denial of service 0.6 ALL
Malicious code, activity 0.6 Not Applicable
Social Engineering 0.3 Aggregator
Abuse of Information Leakage 0.4 ALL With Low Probability
Generation and use of rogue
certificates 0 ALL With Low Probability
Manipulation of HW and SW 0.5 FEID With Low Probability
Manipulation of information 0.6 FEID With Low Probability
Misuse of audit tools 0.4 Not Applicable
Falsification of records 0.5 ALL With Low Probability
Nefarious Misuse ofinformation,

Activity, Abuse | information systems 06 Aggregator With Low Probability
Unauthorised use of
administration 01 Aggregator With Low Probability
Unauthorised access to systen 0.5 ALL With Low Probability
Unauthorised software
installation 0.7 Aggregator
Unauthorised use of software 0.5 Aggregator
Compromising confidential
information 06 ALL With Low Probability
Abuse of authorizations 0.4 ALL With Low Probability
Hoax 0.3 Not Applicable
Badware 0.2 Not Applicable
Remote activity (execution) 0.6 ALL With Low Probability
Bomb attack, threat 0.8 FEID
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adaptation

Sabotage 0.6 FEID
Vandalism 0.6 FEID
Theft (device, media) 0.5 FEID
Deliberate Information leakage, sharing 0.6 FEID With Low Probability
physical attacks [ Unauthorised physical access 0.3 FEID
Fraud
0.5
FEID
Erroneous information sharing
(BElEEE %% | EEID With Low Probability
Erroneous use or administratio
of devices, systems 0.4
DVN, Aggregator, P2P Network
Unintentional Usage of information from FEID, DVN, Aggregator regarding
data damage | unreliable source 0.3 weather data from external weather
APls
Unintentional alteration of datal 99
' FEID With Low Probability
Inadequate design, planning, 4

Aggregator
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3.3 Attack Modelsi Attack trees

Modelling a cybefattack that has not yet occurred will save an organization's time, money and perhaps
other resources. A variety of methods of attack modelling could be used to evaluatatiadies, such

as Dependency graplia6], Attack graphg27], Attack treeq28], the Markov Decision Proce§29],

the Kill Chain[30] or the Diamond moddB1]. In the context of the DELTA project, the attack tree
model will be used. Even though the attack trees exist as an attack model and were described back in
1999, they continue to be widely usealvadays, in a series of domajB8] [33] [34].

Bruce Schneidiirstly described attack tre¢28] in 1999 in order to model threats amgputersystems.
Understandin@ll the vulnerabilities of a device, will help an organization develop security measures to
seal suctsystemsagainstattaks. Moreover,recognizing the patterns an attacker uses while striking a
computer system, will allow IT administrators to select the most fitting countermeasures in order to
handle threats.

The security of a system is described methodically and formally with the use of attack trees, based on
various attack incidents. The action of attacking a sysimbe illustrated with a tree structure, the

malicious action being the root node and thetiplel ways to accomplish that action as leaf noBash

node consists a piece in achieving the main action and the children of that node are ways to accomplish
that pieceThe nodes can be eit herifANDAMNDS depicthe mdtiplor i OR
stages that exist in order to achieve the same ¢
to be used35].

In the following subsectionsnd regarding DELTA project, an attack tree will be presented for every

asset, namely FEID, DVN, Aggregator, P2P netwdte threat types and more specifically the threats
presented imable4, whi ch affect most of the projectds coc
(Damage by third partyLoss of devices, media, documents) and Nefarious Activity, Abuse (Identity

thefti DoS- Social Engineering Unauthorised softwa installation).

3.3.1FEID

3.3.1.1 Damage by third party

A third party is capable of damaging the FEID. Thisaamccan be either performed by using physical
destruction of the hardware by an entigyg.a customer, or by inserting malware to the system or

damaging FEID6s database in order to damage it.
the FEID regarding this threat.
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FEID - Damage by
third party

Physical destruction

Figure5,At t ack tree for ADamage by third p

3.3.1.2 Loss of devices, media, documents

Regarding the loss of devices, media and documents of the FEID, this can be performed only by one
way. The data degradation or bit rot affects the Rardooess Memory (RAM) andrises when the
electric charge of a bit in RAM disperses, possibly changing the program code or possibly the stored

data. The figure below depicts FEID6s attack tre
FCIU = LU23 VI UEVILED

media documents

Data degm

Figure6.Attac k tree for fALoss of devices, medi

3.3.1.3 Identity theft

The identity theft attack can be performed on a FEID. This attack can be separated into two categories,

namely HAtrue named and MfAaccount t a k e qpersomabd . The
information to open accounts and register servi
di ffers in that information gained from ill egal

existing accounts and perform transactiongaur name. Both are very dangerous and both can result
in significant financial loss. Each of the two categories mentioned, contain a number of atéchks
can be used in order to succeed in the identity theft attack. The figure below depicts the attack tree of

the identity theft of a FEID.
theft

Accounttakeover

Keylogger Social engineering

Figure7.FEI D attack tree for fAldentity th

Rigged wehsites

3.3.1.4 Denial of service
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A DoS attack candéperformedona FEIINu mer ous met hods can be used i
services or resources unavailable. These methods caitheea SYN flood, a UDP flood, a Ping of

Death, a Ping flood, exploite botnetsor a combination of these attack methorhe following figure

shows the attack tree concerning the DoS attack towards a FEID.

IIDF flood Ping of Death Fing flood

Figure8.FEI D att achDot ree for A

3.3.2DVN

3.3.2.1 Loss of devices, media, documents

Regarding the loss of devices, media and documents BiMhE this @an be performed in two ways. A
malfunctioncouldoccur intheDV N6 s  d antl destracallehe data saved in the datahaSe the
other hand, the data degradation or bit rot affectfkRemdomAccessMemory and arises when the

electric charge of a bit in RAM disperses, possibly changing the program code or possibly the stored
data. The figure below depid®/N6 s att ack tree concerning | oss of

OWM - Loss of
devices media documents

Data degradation

Database
malfunction

Figure9. DVN attack tree for ALoss of devices,

3.3.2.2 Denial of service

A DoS attack can be performed on the DVN as well. Numerous methods can be used in order to make
a DVNOs services or r es our catlserasYiNaflood,ialUBPflboel,,.a T h e s €

Ping of Death, a Ping flood, exploits botnetsor a combination of thenThe following figure shows
the attack tree concerning the DoS attack towards the DVN.
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UDP flood Ping of Death Ping flood

Figure 100DVNatt ack Do ®&@ f or A

3.3.3 Aggregator

3.3.3.1 Loss of devices, media, documents

Regarding the loss of devices, media and documents dfgipegator this can be performed in two
ways. A malfunction could occur in thfeg g r e gdathbase arsl destroy all the data saved in the
database. On the other hand, the data degradation or bit rot affeREnthmmAccessMemory and

arises when the electric charge of a bit in RAM disperses, possibly changing the program code or

possibly thest or ed dat a. The figure below depicts the
devices, media and documents.

Aggregator- Loss of
devices media documents

Database Data degradation
malfunction

Figurel1Aggregator attack tree for ALoss of de

3.3.3.2 Denial of service

A DoS attack candoperformed on the Aggregator. Numerous methods can be used in order to make an
Aggregator6s services or resources unavail abl e.
a Ping of Death, a Ping flood, exploits or botnets or a combination sé thigack methods. The
following figure shows the attack tree concerning the DoS attack towards an Aggregator.
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Aggregator - Unavailahle
Senices or resources

Fing of Death

UDP fload Ping flood

Figure12 Aggregator attack tree for fADoSO

3.3.3.3 Social Engineering

Social engineering attacks on the Aggregator conseueral forms and can be performed anywhere

where human interaction is involved. The most common forms of digital social engineering assaults
include baiting (use of a false promise to choos
bombaded with false alarms and fictitious threats), pretexting (attacker obtains information through a
series of cleverly crafted lies) and phishing (email and text message campaigns aimed at creating a sense

of urgency, curiosity or fear in victims). The figubelow shows the attack tree regarding social
engineering attack of the Aggregator.

Aggregator -
Social Engineering

Figure13 Aggr egator attack tree for fASoci al

3.3.3.4 Unauthorised software installation

Unauthorizedsoftware installation on the side of the Aggregator can occur using different methods,
such as rogue emails where a user unintentionally clicks on the link found inside, or unintentional
content downloads which could be malware, clickjacking where aisigeicked into clicking on
something different from what the user perceives or the use of portable devices that could contain
malware content. All these means of attackhng Aggregator in order to install unauthorized software

is shown in the followingttack tree.

Page33



H2020 Grant Agreement Number: 73960 fi

Document ID: WP5 / D5.3 e
Agaregator - Uinauthorised
software installation

DELTA
Unintentional downloads Portable devices

Figurel4 Aggregator attack tree for fAUnaut hori se

3.3.4 P2P Network

A peerto-peer (P2P) network is a connection of two or more devices (nodes) that counts with an
architecture designed for tineo exchange data. There are different P2P networks, they can be classified
as: A) Centralized, in which all the exchange of information is done through one centsalizved B)
Distributed in which the nodes act as a client and as a server, andh@resjs no central server; and
finally C) Hybrid, which relies on a centralized cluster of servers, and therefore, scales better than the
Centralizedhat onlyrelieson one centralizederver..

In the context of the DELTA project, a P2P network has losgroyed to allow components such as

the Aggregator, DVNs, and FEIDs to securely exchange data. The implemented P2P network is hybrid
since it is the less sensitive to attacks and allows monitoring the servers and clients. As a result, the P2P
of DELTA is constantly monitored, which enables a fast response in case of a security breach.

In P2P networks, security depends on whether the P2P network is both centralized or hybrid or on the
opposite is decentralizdd8]. The security of a centralized or hybrid network offers a single point of
failure that is the centralizeskrvers. An attack on one of such servers may affect the security of the
entire netwdk. In a P2P decentralized, a malicious node can compromise a piece of the network, and is
unlikely to happeiif a single malicious node could control the whole network. Therefore, decentralized
networks are less sensitive to attacks than centralized odhight these last two kinds of networks are

more suitable to be monitored which eases attack detection and network recovery. Following a set of
attacks that P2P network can be target of are presented. Attacks that are not exclusive for P2P networks,
but could be applied in such kind of network, are:

1 Denial-of-service attack (DoS) or Distributed denialof-service attack (DDoS)[52]. The
most common DoS attack casisof a single node flooding the network with false packets,
preventing or sloing the network traffic. If two or more nodes are involved in the attack, then
is a DDoS attackHigure 15). This attack can be amplified by using uncompromised nodes. A
Reflection attack is a DDoS variant that is produced when malicious nodes can spoof the
response IP address to the victim's IP address and the victim sqralsespackets to itself.
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p N

—r— Malicious node

- Maliciousnode

Figure 15. DDOS attack.

1 IntheMan-in-the-middle attack (MitM) [53], the attacker listens the communication between
two nodes Figure 16). The attacker cartay undetected and spy the communication (passive
attack) or manipulate the communication inserting, dropping, or retransmitting the previous
message in the data stream (active attack). In P2P networks, the relevance of this attack depends
on the type of etwork. If the P2P is decentralized this attack is not dangerous due to the fact
that all the nodes have the same clearance and traffic content, which makes the identity spoofing
useless. If the P2P is centralized or hybrid, this attack is potentiallgdarsgsince the attacker
could masquerade himself or herself as an administrator, i.e., a server node.

— RE T
*

MITM passive attack

- - \
aAckKer

—€

Figure 16. Man-in-the-middle attack.

|
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Worm propagation [56] is one of the biggest threats to the Internet. Worms as Nisider
Code Red57] are capable of infecting thousands of hosts in hours. Worms propagation in a
P2P netwtk is the most serious threat, generally used to launch massive DDOS attacks. This

attack is more likely if all the nodes use the same software (the same vulnerabilities in all
machines).

The eavesdropping attack[55] is another type of attack produced in the network layer.
Attackers can gain access to data and eavesdrop the traffic by capturing small packets from the
network. This attack can be prewed using strong physical security and using strong
encryption services that are based on cryptography.

On the other hand, specific attacks of P2P networks, regardless their kind, are:

1

TheSybil attack [45] consists of creating a large number of false identities, using them to obtain
great influence in the network, and cause disruption or prepare further attacks. The system's
vulnerability depends on the facility create new identities.

Thefile poisoning attack[49][50]consists of refacing a file in the network by a false one. In
order to accomplish this attack, malicious nodes claim ownership of the file and respond with
the corrupt file. Furthermore, all packets on their route passing through a malicious node can be
poisoned (similato the MitM).

Theeclipse attack[54] can be a subsequent action to the Sybil attack, where the attacker tries
to place his or her nodes on the strategic roygaitys. Meanwhile, an individual mamthe-

middle attack is not a significant threat to P2P networks, the combination of the eclipse and the
MitM attack is a serious threat. Due to their strategic situation, the eclipse attack can be
combined with other mipler attacks, increasing its impact, as with the DDOS attack, flooding
the rest of the systems with packets, with the file poisoning attack, infecting the files receives
and sending it or redirecting or dropping packages, separating the network in tageor
subnetworks.

Rational attack [46]. Also known adree-riding, the rational attack is not usually an attack,
however, it is a very common phenomenon in any R&iork. Due to the human factor, a
node may be trying to maximize network resources by minimizing its own, generating an
accessibility restriction on the contents or resources. There are two types of rational attacks:
Content restriction (nodes are notghg any of their contents on the network) and resource
restriction (nodes are not contributing any of their resources on the network).

The network poisoning attack [55] consists in deposit into the figharing system polluted

files. In this way, the attacker can corrupt the content of the shared file, propagating itself over
the network and being unable tigtithguish contaminated and uncontaminated files. To prevent
this type of attack it is possible to verify the hash of the files, create blacklists, encrypt the traffic,
or apply a wide range of methods.

Finally, some specific attacks suitable for centeadi or hybrid P2P networks are:

)l

)l

One of the major threats in the context of DELTA occurs dtsacker controls a server node

This would allow the attacker to have total control of the network, configuration, users, and
certificates. To prevent this attg theOpenFireservice, i.e., the implemented server node, must
always be updated to the last version and using a strong password.

Thejoin & leave attack [58] is a subset of DDOS attack where the attacker has possession of

a |l arge part of the userds network and overl
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1 Themasquerade attack55] is an extremely serious attack where an illegitimate user poses as
a legitimate user to get his credentials. It can be perpetrated using stolen passwords and
certificates or bypassing the aatttication process. This attack can be prevented using a
firewall.

1 Thebootstrapping attack [58]. When a new node joins the system, it must contact at least one
exiging node. In this type of attack, the new node contact with a malicious node and join a
network controlled by the attacker instead of the legitimate network.

There are more attacks for the P2P networks (botnets, churn attack, index poisoning attadlq)inte
[55] but these are the most common. Once these attacks have been identified, the following set of KPIs
are proposed:

1 Monitor total number of requests. Theobjective is to check how many requests are being
handled: whether the number of requests decreases or increases following a ratio or pattern, or
whether the number of requests is anomalous. In order to prevent attacks related to the number
of requests, t following monitoring KPIs should be adopted:

o0 Number of requests per hour.

o0 Number of requests per day.

o0 Number of requests per month.

o Number of requests per event type.

1 Monitor the nodes. The objective is determining how many nodes are present in therketw
if the number decreases or increases, and if the number of nodes is appropriate. To measure this
KPI, it can be checked:
0 Number of nodes in the network.
0 Number of nodes per hour.
0 Number of nodes per day.
0 Number of nodes per month.

1 Monitor requests per node The objective is to monitor how many requests are received and
sent by each node: whether certain nodes send false requests, or whether a node behaves
differently in a certain point in time. Some possible measures for this KPI are:

o Number of reqgasts per node per hour.

o0 Number of requests per node per day.

o0 Number of requests per node per month.

o0 Number of requests per node per event type.

1 Monitor the requestsper IP. The objective is to monitor how many requests are received and
sent by each IP adeks, thus checking their geographical location (checking if the node
associated to an IP does not moves in a wide range in a short period). Besides, an account can
only have one IP, so if a node has 2 IPs it may advocate a security breach. There aresnumer
ways to measure this KPI:

0 Number of requests per IP address per hour.

Number of requests per IP address per day.

Number of requests per IP address per month.

Number of requests per IP address per event type.

Number of accounts with the same IP address.

Geographical location of an IP before / after.

O O0OO0OO0oOo

1 Node software The objective is monitoring which software version are used by the nodes and
if these versions have known security issues. Possible measures to check this KPI are:
o0 Number of events per softwaper hour.
o0 Number of events per software per day.
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o0 Number of events per software per month.
o Number of events per software per event type.

1 Detection time The objective is checking how long it takkesystem to detect a security issue
and if this time is acceptable. Also, checking if there are ways to reduce this detection time. The
detection time KPI can be measured in:
0 Average time to detection per security issue.
o Outliers.

1 Number of false positive The objective is determining how many false positives are received
in the system and if this number is acceptable and can be reduced. To detect false positives, the
following can be checked:
o0 Number of false positives per security issue.
o0 Percentage of evis that are false positives.

1 Resolution time The objective is to determine how long it takes to resolve a security issue if
the time is acceptable and to see if there is any way to reduce this time. This KPI can be
measured through:

0 Average resolutiontie per security issue.

3.4 Energy Data Taxonomy- CAPEC

Defending organizationsd | CT i nfequiaesas afitstcstephe e sy st
knowledge othe systens @eakressesin order to gain access and then be able to control a network,
attackerseed to take advantage of only one vulnerability or weakness of the system, even though others
may exist. Therefordyeing aware of only this information is not sufficient and migbttbe enough to

prevent an attackdowever, fully understandinghe attackmodelscybersecurity attackers usually

employ against systems, gives the opportunity to defenders to tbauoéroduced cyber risk.

The information security community develapbehe Common Attack Pattern Enumeration and
Classification (CAPECHlictionary[36], in order to document common attack patteftgmse patterns

define the specific l@aracteristics and strategies cybecurity attackers use to manipulate identified
vulnerabilities in ICT infrastructurélhe CAPEC dictionary offers a structured framework to define,
capture, optimize and exchange attack pattéénswledge about partidar stages of the attack, the
vulnerable surface, the technology and skills the attacker needs and ways to minimize the attack are
provided by the attack patterns.

The CAPEC attack patterns are groupedifferent a A ge
abstraction levels to satisfy analytic requirementee CAPEC model was chosen among other stated

in [37], due to the fact that this classification dio@my provides a webtructured framework and has

an active community, which maintains and further develops the model.

Table 5. Threats mapped to CAPEC

Threat Type Threat classes and threats ‘ CAPEAD mapping
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Nefarious
Activity, Abuse

Identity theft

Unsolicited email

Denial of service

Malicious code, activity

Social Engineering

Abuse of Information Leakage

Generation and use of rogue
certificates

Manipulation of HW and SW

Manipulation of information

Misuse of audit tools

Falsification of records

Misuse of information,
information systems

Unauthorised use of
administration

Unauthorised access to systen

Unauthorised software
installation

Unauthorised use of software

Compromising confidential
information

A

b
DELTA

CAPER1: Exploitation of Trusted Credentials
CAPE®8: Fuzzing

CAPE®4: Man in the Middle Attack
CAPEQ12: Brute Force

CAPEQ13: API Manipulation
CAPEQ14: Authentication Abuse
CAPEQ15: Authentication Bypass
CAPEQ22: Privilege Abuse
CAPEQ48: Catent Spoofing
CAPE@Q51: Identity Spoofing
CAPEQ@G61: Infrastructure Manipulation
CAPEQ75: Code Inclusion

CAPEQ76: Configuration/Environment
Manipulation

CAPE@84: Software Integrity Attack
CAPEQ12: Functionality Misuse
CAPEQ16: Communication Chael Manipulation
CAPE@10: Information Elicitation
CAPE@A41: Malicious Logic Insertion
CAPE®G54: Functionality Bypass
CAPEG94: Traffic Injection
CAPE®24: Fault Injection
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Abuse of authorizations

Hoax

Badware

Remote activityexecution)

Targeted attacks

DELTA

Deliberate
physical attacks

Bomb attack, threat

Sabotage

Vandalism

Theft (device, media)

Information leakage, sharing

Unauthorised physical access

Fraud

CAPEQ14: Authentication Abuse
CAPEQ22: Privilege Abuse

CAPEG90: Bypassing Physical Security
CAPEQ40: Hardware Integrity Attack
CAPE@52: Infected Hardware

CAPE®GO7: Physical Theft

CAPE®G22: Malicious Hardware Component
Replacement

CAPE®G47: Physical Destruction of Device or
Component

CAPE®G82: Route Disabling

CAPE®GS83: Disabling Network Hardware

Unintentional
data damage

Erroneous information sharing,
leakage

Erroneous use or administratio
of devices, systems

Usageof information from
unreliable source

Unintentional alteration of data

Inadequate design, planning,
adaptation

CAPER1: Exploitation of Trusted Credentials
CAPEQ14: Authentication Abuse

CAPEQ17: Interception

CAPEQ22:Privilege Abuse

CAPEQ@Q57: Sniffing Attacks

CAPEQG61: Infrastructure Manipulation
CAPEQ92: Protocol Analysis

CAPEQ16: Communication Channel Manipulatic
CAPE@10: Information Elicitation
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3.5 DefenceStrategies

3.5.1 Wired Protocols
3.5.1.1 MODBUS RTU

MODBUS RTU is used for the serial communi cati on
other devices such as PVs and PV batteries) and the FEIDs that gather their electricity measurements.
Afterwards, FEIDs communicate with the BMS as well as withufiyger DVN layer.

3.5.1.1.1 FEID-BMS packets anomaly detection

FEIDs forward the electricity measurements via TCP/IP communication with the BMS in a custom data
format. Specifically, for the energy meter measurements the data format is the following:

{

"measu rements": {
"W_L": 0.0,
"VA L": 184.2,
"KW_dmdPeak": 3360.0,
"KWh_S": 31.9,
"A_L": 0.802,
"KW_dmd": 0.0,
"Hz": 49.9,
"V_L _N": 229.4,
"VAR_L": 184.2,
"Kvarh_Tot": 0.0,
"PF_ L™ 0.0
b
"eventDate": "2020 -07-28T10:10:00.000Z"

Page41



H2020 Grant Agreement Number: 73960 ji

~u

Document ID: WP5 / D5.3 DELTA
}

In the format presented abov@y L represents the active power, VA L the apparent power,
KW_dmdPeakdemand in kW for peak periodsKWh_S the active energy, A L the amperage,
KW_dmdregular level demand in kWHz the frequency, V_L_© the voltage, VAR_L the reactive
power, Kvarh_Tot the total reactiveywer and PF_L the power factor.

In order to identify abnormalities in such data, a Convolutional Neural Network (OBd&d text
classification mode[37] is trained with normal data, as well, astificially produced abnormal data
based on normal, but with modified several measurements to values that are considéitbe oormal
functionality range.

3.5.1.1.1.Multichannel CNN model

A standard CNN model for text classification is usually composed of an embedding input layer followed
by a onedimensional CNN, a pooling layer and finally an output layer for prediction. For the energy
meter data classification, a variation of this amttiire is used witthree @) channels each with
different kernel size for the filters. The advantage of such an architecture is that a document can be
processed at different resolutions using different sizes of groups of wegtans). The model receise

as input sentences of tokemghich are extracted from parsing the energy meter measurements data
format. An example of a sentence is the following:

["measurements™, "W_L", '2.6', "VA_L™, '181.5', "KW_dmdPeak™,

'3420.0', "KWh_S™, '32.1', "A_L "™ '0.798", "KW_dmd", '0.0', "Hz",
'49.9', "V_L_N", '228.3', "VAR_L", '181.5', "Kvarh_Tot", '0.0/,
"PF_L", '0.014]

Each channel is composbythe following layers:

1 Input layer with size equal to that of the input sentences

1 Embedding layewith size equal to the size of the vocabulary and outputdib@nsional
representations

1 Onedimensionalconvolutional layer with 32 filters and kernel size equal to the number of
words to read at once (different values are user for each channel to adtifexent
resolutions)

1 A dropout layer

1 A global max pooling layer

The outputs of each channel amcatenateihto a single vector and fed into a Dense layer and finally

an output sigmoid classification layer.

3.5.1.1.1 . Jraining and experiments

In order totrain the model a dataset was built with both normal and abnormal data. The normal data
derive from electricity measurements packets collected from 28/07/2020 until 19/08/2020 after parsing
with a regular expression tokenizer, in order to decompose thsapanto tokens. On the other hand,

the abnormal data were produced by copying 1000 rows from normal tokenized data for each of 6
different types of measurements and modifying each time only one type of measurement. Specifically,
the active power was skt values in the abnormal range of 48800 W, the apparent power between
40006000 VA, the amperage between3J A, the voltage between 2200 V, the reactive power
between 100@000 Var and finally the power factor between 1 and 2. In total, thestlatas comprised

by 32491 namal and 6000 abnormal samples.
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For the evaluation of the detection capability of the model, 2 different experiments were conducted. For
both experiments a test set was produced based on collected normal measurements ff262@0/08
until 21/08/2020. For the first experiment the active power measurement was modified to unexpected
values just like in the training dataset during a time period of 1 hour, whereas for the second experiment
artificial anomalies were injected for 5 fdifent 10minute time intervals during a day. For each 10
minute time interval a different type of measurement was corrupted. The classification results for the
aforementione@xperiments are summarized in tenfusionmatrix plots below:

15t experiment Anomalies for thour time intervalvith its respective confusion matrix:

Figure 17. Confusion Matrix for the 1st experiment

2" experiment:Anomalies dispersed during a day in-rhihute time intervalswith its respective
confusion matrix:

Figure 18. Confusion Matrix for the 2nd experiment

As can be observed from the above plots, the model achieves satisfying results, as it identifies correctly
all anomalies anddditionallyhas very small number adifse positives regarding the normal samples (9

out of total 1961). Thus, it can be assumed that the model would be appropriate for the detection of such
anomalies inransmittecelectricity measurements.
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3.5.1.1.2 FEID-DVN packets anomaly detection

FEIDs except fom sending the electricity measurementth®BMS, also forward them to the DVN
layer but in a different data format. In this case, measurements are being serialized- it §ONat
and sent over TCP/IP to DVN layer. An example of a J&ONlocument foristorical consumption
data can be seen below:

{

"@context": {

"core™: "http://delta.linkeddata.es/def/core#",

"saref": "https://w3id.org/saref#",

"xsd": "http://www.w3.0rg/2001/XMLSchema#",

"om"; "http://www.foodvoc.org/page/om -1.8/",

"manage"; {

"@id": "core:manage"

}1

"Measurement": {

"@id": "core:Measurement”
}!
"isRelatedToProperty": {

"@id": "core:isRelatedToProperty"
}1
"makesMeasurement”: {

"@id": "core:makesMeasurement"

}

,hasVaIue": {

"@id": "core:hasValue"
}!
"hasTimeStamp": {

"@id": "core:hasTimeStamp"

}1
"VirtualNode": {

"@id": "core:VirtualNode"
}

"FEID": {
"@id": "core:FEID"
b
"PowerConsumption™: {
"@d": "core:PowerConsumption”
}
h
"@graph": [
{
"@id": "DVNO1",
"@type": "VirtualNode",
"manage": {
"@id": "FEIDO1"
}

}
{

"@id": "FEIDO1PowerConsumptionQ",
"@type": "Measurement",
"hasValue": {

"@type": "xsd:float",

"@value": "302.7"
}
"hasTimeStamp": {

"@type": "xsd:dateTime",

"@value"; "2020 - 09-15T11:04:46Z"
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}

aref:isMeasuredIn™: {
"@id": "om:watt"

}1
"isRelatedToProperty": {
"@id": "PowerConsumption”

}
}

For such data, the same text CNN model is used for anomaly detection asiB¥MEIpackets anomaly
detection. For this purpose, the JSON document inpreprocessedn order to extract only the
"@value™: "302.7" part and compose sentences of tokens witlrdtag pairs as follows: ['@value',
'302.7". Again, the aim is to identiBbnormalsentences with measurement values that exceed normal
functionality levels.

3.5.1.1.2.Training and experiments

For training the model, a training dataset was built from a JESDNocument with consumption
measurements from 28/07/2020 until 31/08/2020 after parsing it as already described and forming
sentences of key value pagkens. In ordr to produce abnormal data, the last 10.000 out of totally
58463 were reproduced but with modified consumption measurements to extreme values in the range of
40006000 W.

Following the same approach with FEEMS communication anomaly detection experitse 2

different experiments were conducted based on a test set that was produced with consumption data from
01/09/2020 until 03/09/2020. For the first experiment, artificial anomalies were injected cintrng 1

time interval in the same range as in ttaéning set, whereas for the second experiment same kind of
artificial anomalies were injected in variousthinute time intervals.

15 experiment Anomalies for thour time intervalvith its respective confusion matrix:

Figure 19. Confusion Matrix for the 15t experiment
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2" experiment:Anomalies dispersed during a day in-rhihute time intervalswith its respective
confusion matrix:

Figure 20. Confusion Matrix for the 2"¢ experiment

From the above results, it is clear that the model identifies successfully all the anomalies, but also
produces a noenegligible amount of false positives regarding normal data (about 20% in both
experiments). This could be result of small token senteshassg training of the model. Asuch,the

model false positive rate could be possibly improved by enhancing the training sentences with richer
information.

3.5.1.2 MQTT over WebSockets

WebSocket protocol is utilized in order to send MQTT messages containing natification information
from the DVN layer to the customer Ul, whenever a new DR event is produced. Such an event contains
suggestiongor the customers, in order to change their eleityriusage from normal patterns either
explicitly (incentivize payments designed to induce lower electricity use at times of high market prices
or when system reliability is at risk) or implicitly (changes in the price of electricity over time). The DR
evant is sent in the following format:

{
"notificationld": "1600170570",
"title": "New DR Event",
"feidlD": "FEID02",
"message": "DVN3 sent a new request",
"createdDate": "2020 -09-15T11:49:302",
"type": "DRevent",
"metadata”; {
"requestld ":"b88e6e7a - 0cd5 - 4f83 - a8da - 061525b44ffe"
h
"status": 0
}

3.5.1.2.1 DVN-customer Ul packets anomaly detection

In order to detect anomalies related to the DVN customer Ul communication, the frequency of the
notifications is examined in terms of Wedx¥et packes network traffic generation. Normally that kind
of notifications are generated once or twice a day. For the identification of abnormal network traffic
load, a stacked deoising auteencoder mode]39], which is described in the following section, is
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trained with network traffic statistic data with the aim of learning to distinguish normal from abnormal
network traffic patterns.

3.5.1.2.1.5tacked Denoising Auteencoder model

De-noising auteencoders are agxtensionof conventional autencoders with the difference that the
input data are being compromised with the addition of some noise, in order to extract more robust
features, thus generalizingtter. The Stacked Denoising Autoencoder is composed of several encoding
layers that are prrained individually, each one with input the output of the previous layer. Finally, on
top of the stacked encoding layers, a softmax classification layer is, adttedumber of neurons equal

to the number of different classes, in this case 2 (Normal, Anomaly).

3.5.1.2.1.3raining Model

For the training of the model, normal notification messages generation interval was corisitder&d

minutes for the sake of enough algeneration to train the model. After capturing 2 days of Websocket
packets network traffic from a custom MQTT notification producer to the customer Ul, another capture
took place, this time with notifications frequency set to 6 seconds, which repesainsormal pattern

of notification generation. Consequently, from the .pcap files of the network traffic, network flow
statistics were extracted with the help of a custom software network traffic sensor based on the open
source CicFlowMeter toal Totally, from 2 days of normal notification generation 289 network flows
were produced and from 3 hours of intense natification generation 1781. From these network flows, a
dataset was created which was split to a train and a test dataset for the Stac&esihéutoencoder

model. In order to optimize the efficiency of the model, the training software madplements
hyperparameter optimization for each individual encoding layer of the model, with the aim to minimize
the reconstruction mean squared erroecHtally, several combinations of values were tested for the
neurons dropping out percentage of the dropout layer that induces noise to the input data, the number of
neurons of the encoding layer and the batch size during training. The results ofcatawsif
performance on the test set are summarized in the following confusion matrix plot:

Figure 21. Confusion Matrix for the notification frequency anomaly detection experiment

From the confusion matrix plot, it can baderstood that the Stacked-beising Auteencoder model
achieves satisfactory results, as it has limited false positives and false negatives. Further optimization of
the model could be achieved by adding more parameters to the hyperparameter optipnzegidure

5 https://github.com/ahlashkari/CICFlowMeter
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of the training software module, such as the encoder activation function or the optimizer type. Although
the downside of such an approach would be the increased traéiimiegas more hyperparameter
combinations would have to be tested, thantngj software module uses spaikearn package in order

to distribute the tests to a spark cluster and thus significantly lower the computation time.

3.5.2DELTA P2P Network

In the DELTA platform, the P2P network has been implemented relying on the i@psefver. To use

this P2P network a client has been developed, i.e., the CIM, allowing local infrastructures to
communicate with others through the OpenFire server. Therefore, two different software artefacts are
involved in the P2P network, on the orant, the Openfire server, and on the other hand, the CIM.

For each artefact, different attacks (and therefore KPIs) are covered. It should héhadizuae to the
centralization of OpenFire not all the attacksild be applied to the DELTA network. Soréthese
nonapplicable attacks are: A) Sybil attack, because in the DELTA network the users are created by an
administrator (server node); B) File poisoning attack, because in the DELTA network there is no file
sharing, just data exchange; C) Rationtdck, because there are no advantages or disadvantages for
not sharing content.

3.5.2.1 OpenFire
OpenFire provides tools to implement some of the aiboestioned KP143.3.4).

Through the Openfire configuration, certain parameters can be set to help us to increase the security of
the service. I n 0 Re FiguseRd, totincrease setuwity it has gesndchosea ot i 0 n
restrict the creation of new users (only an administrator can create users), deny anonymous connections
and users can change their password (@sosuse certificates to identify themselves). If necessary, for

any reason, a range or certain IPs could be provided to restrict the login in OpenFire. This configuration
provides solutions to the following KPIs:

T Number of accounts Due to the restrictio of user creation, the number of accounts is set by
the administrator.

1 Number of nodes Due to the restriction of user creation, allowing only one login per account
and the prevention of anonymous login, the number of nodes is not increased.

In the DELTA platform, OpenFire uses certain plugins, such as the API plugin. In addition, OpenFire
releases software updates, adding improvements and providing security patches. For this reason, in the
AManage Upd daigwe2d), alerts are turroam to (ndicate if there are new updates pending.
This parameter allows to check the following KPI:

1 Node software With the update of the OpEine server and plugins, securityltaes that have
been discovered are prevented.

Activating the option fmess ageFigure2d)j Qpénkirg allowst i n t
registering the messages that have been transmitted within the platform. There are three types of
packages: Message Packets (the messages sent by the nodes), Presendedeactetommunicate

the presence of other nodes), and 1Q Paquets (used to get and set information on the server, including
authentication, roster operations, and creating accounts).
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Registration Settings

Use the forms below to change various aspects of user registration and login.
Inband Account Registration
Inband account registration allows users to create accounts on the server automatically using most clients. It does not
affect the ability to create new accounts through this web administration interface. Administrators may want to disable this
option so users are required to register by other means (e.g. sending requests to the server administrator or through your
own custom web interface).

(") Enabled -Users can automatically create new accounts.
(@ Disabled - Users can not automatically create new accounts.

Change Password

You can choose whether users are allowed to change their password. Password changing is independent from inband
account registration. However, you may only want to dizable this feature when disabling inband account registration.

(@ Enabled - Users can change their password.
(") Disabled - Users are not allowed to change their password.

Anonymous Login

You can choose to enable or disable anonymous user login. If it is enabled, anyone can connect to the server and create a
new session. I it is disabled only users who have accounts will be able to connect.

() Enabled - Anyone may login to the server.
(@ Disabled - Only registered users may login.

Restrict Login

Use the form below to define the |P addresses or IP address ranges that are nof allowed to login. E.g- 200.120.80.10,

Figure 22. Registration Settings
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Manage Updates

The server will automatically check for server or plugins updates. When new updates are found admins may
receive notification messages with the updated components. Use the form below to configure the update
SENVICE.

Service Enabled

i@ Enabled - The server will automatically check for server or plugins updates.
(_) Disabled - Administrators will have to manually verify for server of plugin updates.

Admins Notifications

i@ Enabled - Administrators will receive notifications when new updates are available.
() Disabled - Administrators will not receive notifications when new updates are available.

Connection Method

(@ Direct Connection - Use a direct connection to the internet to check for updates.
() Proxy Connection - Specify a proxy server to check for updates:

Figure 23. Manage Updates.

All this information (errors, warning, information messages, and debug messages) is stored in the
OpenFire log folderAnalysingthese messages provides solutions for the following KPlIs:

1 Total number of events.If the number of events is significant, it is recorded in the log and can
beanalysedater.

T Number of events per node/IPA user can only login once. If anomaldushaviouroccurs in
a user, it facilitates the location of the node and thugjetection of possible attacks.
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Audit Policy

Openfire can audit XMPP traffic on the server and save the data to XML data files. The amount of data sent via
an XMPP server can be substantial. The server provides several settings to control whether to audit packets,
how audit files are created, and the types of packets to save. In most cases, logging Message packets will
provide all of the data an enterprise reguires. Presence and [Q packets are primarily useful for tracing and
troubleshooting XMPF deployments.

Set Message Audit Policy

(") Disable Message Auditing -- packets are not logged.
(@ Enable Message Auditing -- packets are logged with the following options:

Folder to save the files: | Jusr/share/openfire/logs

Maximum size of all files (MB]): | 1000

Maximum file size (MEB): |1|;. :
Maximum days to archive: |_1 |
Flush Interval (seconds): | 120 |
Packets to audit: Audit Message Packets

Audit Presence Packets
Audit 1Q Packets

lgnore packets from/to users:

Cuewed packets: 0
Figure 24. Audit Policy

3.5.2.2CIM

To help monitor the tools provided by OpenFire, a platform has been developed to collect and display
the main data of the clients connected to the DELTA networlgusaCIM. In this platform is possible

to see, in redlime, the CIM clients that are connected to the network, the communicatimrgthem,

and the software version that each node uses, the requests, and even their logs remotely.

Using this softwarethe KPIs of the previous section can be checked, and new KPIs can be cover:

9 Detection time.Through the CIM, different control tools are included to detect a threat. With
these tools, it is possible to consider how long it takes for an attacldeiduted.

T Number of false positive Once attacks are detected, it is possible to determine if the attack has
been a false positive, so this KPI would be covered.

1 Resolution time.Once an attack has been detected and if it is not a false positiyayssible
to determine how long it takes to resolve an attack.

Figure25 shows the login screen for this service. Once identified, the total instances in the service are
displayed Figure26), indicating those CIMs that are down and on.
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Figure 25. CIM Monitor

Figure 26. Service Beng Monitored

For each instance, a dashboard allows seeing, wtinga| relevant server information (memory usage,
processor usage, garbage collection pawete$, In addition, in each instance, different sections are
available to check the CIM sedyrisuch as the logs that the server has published, the server
configuration, the server cache, eteigire27).
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