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Executive Summary 

This deliverable presents the results of ñT5.3 ïEnergy Data security mitigation for the DELTAò, which 

entails the identification of various attacks that could affect and be more relevant to the DELTA platform 

and infrastructures. Moreover, it proposes the countermeasures, joined to ñT5.4 Cyber-physical security 

trade-offs and cost effective solutionsò, which formulate a framework to analyse the trade-offs and 

deliver cost effective solutions for cyber, physical and cyber-physical protections. 

The contents provided in this document are structured in a way in which, after a careful review of the 

security standards, the types of attacks that may affect the various components - both physical and 

intangible - of DELTA have been identified, thus being able to design the management of risks run by 

each of its components. 

The risk identification process is a crucial procedure because it allows the identification and analysis of 

the characteristics of threats in order to protect sensitive assets. The analysis of DELTA systems has 

allowed us to map the threats to which the platform itself is sensitive as well as the ability to create 

attack models for each component of the system. 

Consequently, we were able to produce some defensive strategies for the HW and virtual components 

of DELTA with lots of training models to be used for the identification of anomalies produced by the 

attacked components. 

The second part of this document deals with the analysis of cybersecurity trade-offs and energy 

insurance and derivatives. 

With the analysis of intangible assets, a model for evaluating economic losses due to cyber-attacks that 

can affect the various companies of the DELTA group and how the interdependencies between the 

various parts of the same platform are afflicted was also proposed. 

We also proposed a trade-off decision tool in order to be specifically targeted to demand and response 

systems in the power domain. 

Finally, we proposed an analysis of the limits that cyber insurance providers have and proposed 

alternative models of cyber insurance for the energy sector. 
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  Introduction   
 

 Scope and objectives of the deliverable 

This deliverable is associated with tasks 5.3 and 5.4 of the DELTA project and provides a framework 

that is targeted for risk assessment and management regarding data and cybersecurity in DELTAôs DR 

ecosystem, as well as, the evaluation of cyber/physical security trade-offs and involved cost-effective 

solutions for the same context. 

 

We survey a large number of standards regarding various topics related to risk assessment and 

management standards and related best practices, attack models, threat classification, vulnerability 

modelling, security costs and overall metrics and scales pertaining to each of the aforementioned topics. 

In a few words, this deliverable addresses the following topics: 

 

¶ Risk Assessment 

¶ Risk Management 

¶ Threat Classification 

¶ Vulnerability Modelling and Scoring 

¶ Cybersecurity Trade-off Analysis 

¶ Energy Insurance & Derivative Survey 

 

The work presented here was tailored to use cases regarding the energy domain and, more specifically, 

that of energy aggregators, based on the components, layering and the overall architecture that DELTA 

is built upon. 

 Structure of the deliverable 

The work presented in this deliverable is structured as follows: 

 

¶ Chapter 2 presents a risk assessment survey, introducing preliminary concepts, various 

standards and best practices, as well as, risk management methodologies. 

 

¶ Chapter 3 introduces a classification of all the threats that have been identified in the context 

of DELTA, assigns them to standardized vulnerability scales, provides attack trees for the 

identified threats and a taxonomy of the affected data and concludes by presenting defence 

strategies for protocols that are involved in DELTA. 

 

¶ Chapter 4 is based on the work presented on the previous two chapters and presents DELTAôs 

risk assessment framework by scoring vulnerabilities for all assets and providing both individual 

and cumulative risk assessment metrics. 

 

¶ Chapter 5 presents DELTAôs cybersecurity trade-off analysis providing a framework for 

evaluating cost-effective solutions for cyber, physical, and cyber-physical protections. 

 

¶ Chapter 6 presents an elaborate survey regarding the usefulness of cyber-insurance and security 

derivatives in transferring the residual risk/liability in the energy domain. 

 

¶ Chapter 7 provides concluding remarks. 

 

¶ Annex A, B and C: Table of references to the various resources that were employed and/or 

cited in the context of this deliverable. 



 

H2020 Grant Agreement Number: 773960 

Document ID: WP5 / D5.3   

 

  Page 13 

 Relation to Other Tasks and Deliverables 

The functional and technical requirements derived in WP1, as well as, inputs received from the 

development efforts of the components across WP3, WP4 and WP5 provided valuable input in regards 

to the drafting of this document. 
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 Risk Assessment Survey  
 

 Preliminaries 

Risk assessment is defined as the mechanism by which risks are identified, measured and prioritized for 

organizational assets and operations. It is a vital process since it forms the framework for handling 

identified risks. Taking into account the risk profile of an organization, treatment strategies include: 

 

¶ Risk tolerance for situations where the risk is at an appropriate level.  

¶ Risk level reduction through security protocols. 

¶ Risk management by ignoring or removing the compromised asset. 

¶ Risk shifting with the use of cyber-security mechanisms. 

 

Figure 1. Risk management process 

 

We stress that, in several cases, risk assessment or risk management processes do not aim to provide a 

completely safe system. Instead, their key objective is to deliver an acceptable level of security with a 

reasonable cost for the organization. In this chapter, guidelines and common standards will be examined 

together with the risk assessment methodologies and frameworks, which are commonly used by security 

professionals in the field of risk assessment. Risk assessment process is a multidisciplinary process, 

which may require some or all of the actions depicted in Figure 1 and are presented below. 

 

The first action revolves around context establishment, which entails the identification and definition of 

the digital, technical, social, and business context in which the system operates, as well as, modelling 

information system itself. This step can be overlooked when there is already sufficient information 

regarding the systemôs specification, even though the context of the information system is still important. 

The evaluation framework, security requirements, stakeholder priorities, risk criteria, etc. are further 

actions correlated to this first step. 

 

The next action includes risk identification. This is the main focus of every risk management, which 

refers to the use of available information for defining future system attack vectors and vulnerabilities. 
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The final action consists of two processes, i.e., risk analysis and risk evaluation. The former enables a 

clean understanding of a systemôs vulnerabilities, in order to be aware of the risks, impacts and other 

parameters associated with the observed threat. The latter classifies and assigns priorities, in order to 

enable organizations to pick countermeasures, mitigation strategies, security controls and security 

policies. 

 

 Standards & Best Practices - ISO 

Risk assessment and risk management on Information Technology (IT) systems have evolved 

tremendously the past years, as a key mechanism by which organizations protect their Information and 

Communication Technology (ICT) infrastructure. A series of risk assessment standards and 

methodologies offer guidelines on establishing a risk evaluation framework for organizations. In this 

subsection, a number of standards and regulations are surveyed for collecting valuable information. 

 

IT systems have evolved over the years, being built after taking into consideration risk assessment and 

risk management standards and authoritative guidelines. One of the most well-known standard in the IT 

area is the ISO/IEC 27005:2011 [1], which is an information security risk management standard 

published in 2011 and revised by ISO/IEC 27005:2018 in 2018 [2]. Moreover, ISO 31000:2009, which 

was published in 2009, provides a general, non-industrial specific risk management framework [3]. In 

2018, this standard was revised by ISO 31000:2018 [4]. The National Institute of Standards and 

Technology (NIST) published NIST SP 800-30 Rev. 1 in 2012 [5], aiming to provide guidance for IT 

systems regarding risk management. 

 

The ISO 22301:2019 [6] standard became public in 2012 (second edition was published in 2019 [14]) 

in order to guide organizations and businesses to resume operations and return to normal working 

conditions, as soon as possible, right after a troubling incident. Furthermore, IEC 62351:2020 SER [7] 

published in 2020 aims to secure energy management systems and data exchange in the energy area. It 

defines mechanisms for fulfilling the four-core data communication and data processing requirements, 

which are non-repudiation, integrity, authentication and confidentiality. NIST also published in 2014, 

NISTIR 7628 Rev. 1 [43], which provides a thorough framework to organizations in order to establish 

the appropriate cybersecurity solutions, customized to their complex combinations of features, threats 

and weaknesses relevant to the Smart Grid area. Finally, the European Commission also published some 

EU regulation, namely 2017/1485 [9], 2017/2196 [10], 2019/1941-43 [11] regarding the energy domain. 

Below, the regulations and the standards mentioned in this section will be thoroughly analysed. 

 

 EU Regulations 

 

In order to guarantee a systemôs security, transmission system operators can utilize Commissionôs 

Regulations 2017/1485 and 2017/2196, which were developed to be a standardized rulebook. Such 

technical guidelines should guarantee that certain incidents involving electricity are successfully dealt 

at operational level. The regulation 2019/1941 was published by the European Commission (EC) in 

2019, demonstrates strategies for coping with possible future electricity crises and puts in place the 

necessary mechanisms to early detect, mitigate and handle those situations. This regulation also guides 

a European Union (EU) member state on how to eliminate such incidents and what steps it should follow 

in order to overcome a possible electricity crisis. It is very important to be fully aligned with the 

guidelines this regulation provides in case of an energy incident, so as this regulation should be in 

accordance with regulation 2017/2196. 

 

The European Commission has not only published regulation 2019/1941 towards this direction, but also 

published regulations 2019/942 [12] and 2019/943 [13]. The first regulation of these provides guidelines 

for establishing an EU Agency for the cooperation of energy regulators and the other regulation, namely 

2019/943, offers a framework for rule establishment in order to ensure the efficiency of the internal 

market for electricity. 
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 ISO 31000 

 

ISO 31000 is a family of standards, which provides efficient risk management using suggested 

guidelines and principles and was firstly published in 2009 by the International Organization for 

Standardization. After the first edition of ISO 31000 published in 2009, a second edition was provided 

in 2018, revising the initial one. The recommendations provided by this standard can be generically 

applied to any organization or company because it comes to replace the plurality of the existing standards 

in a packet of one, utilizing risk management processes. These processes include several activities, 

which are analysed below [4]. 

 

The first phase includes the communication and consultation operations. This activity is important in 

order to evaluate the expectations and concerns of stakeholders, to specify if the risk management 

process focuses on the appropriate elements and to justify why decisions and relevant risk treatment 

options are adopted. 

 

The next phase includes the context establishment. This approach focuses on identifying the goals and 

assessment requirements of the organization in order to achieve the objectives of the risk management 

process. The context takes into account internal elements such as organizational governance, culture, 

standards and rules, skills, current contracts, worker preferences, information systems but also external 

elements such as regulatory environment, market conditions or stakeholder expectations. 

 

The third phase includes the risk identification process, in which all potential risks will be identified. 

On the other hand, the fourth phase includes the analysis of the risks, which covers the process of 

determining and evaluating possible risks through identifying the origins and causes of these risks and 

examining the probability and effects of the current controls. 

 

The next phase covers the risk evaluation activity. In other words, the activity by which the severity of 

the risk is calculated by contrasting the predicted risk with the risk criteria. The penultimate phase deals 

with the risk treatment. More specifically, this stands for the selection and execution of risk 

improvements by adjusting the degree and probability of both positive and negative impacts. 

 

The final phase includes the monitoring and reviewing process. The goal of this process is to quantify 

the efficiency of risk management taking into consideration particular indicators. The effectiveness of 

these indicators is regularly reviewed. This activity also explores potential inconsistencies of the risk 

management plan; more specifically, whether the framework, policy or strategy of the risk management 

appear to match with the external and internal contexts of the organization. 

 

 IEC 62351 

 

IEC 62351 is a standard developed by one of the technical committees of the International 

Electrotechnical Commission (IEC TC57). This standard is titled ñPower systems management and 

associated information exchange - Data and communications securityò and deals with the identification 

of security features for the domain of power systems. Moreover, IEC 62351 incorporates eleven sections 

covering authentication, integrity, confidentiality and role-based access-control security policies, 

containing protocols such as IEC 61850, IEC 60870-5, IEC 60870-6, and IEEE 1815. 

 

IEC 62351 contains technical security features, which can be used explicitly to satisfy security criteria 

taking advantage of other technical standards such as IEC 62443. Furthermore, one of IEC 62351's main 

objectives is to provide an end-to-end protection on the transport layer or on the application layer. It is 

worth noting that in this case end-to-end protection stands for mutual authentication, integrity and 

confidentiality protection of communicated data. In addition to the provision of security services to 

secure exchanged data, a definition of connections with security infrastructure is also available. This is 

achieved by including a specification for the key management, defining the management of security 

credentials, while IEC 62351-8 emphasizes on maintaining authorization with a role-based concept. 
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Another specification focuses on security-related events and tracking information to improve the 

existing network monitoring and logging methods with specific details for the energy domain. 

 

Security protocols within IEC 62351 are specified in a manner that will allow current technologies to 

be used and take advantage of established means to meet the requirements of energy automation. One 

notable example is the use of the TLS transport layer security protocol in order to secure 

communications based on TCP. Another example applies to the authentication and access control 

focusing on X.509 certificates. 

 

Concerning substation automation, the main focus on IEC 62351 sections 3, 4 and 5 regards to safe 

communications in direct contravention to IEC 62351-9, which deals with key management. More 

precisely, these sections concentrate on securing the tele-control connectivity (IEC 60870-5 and IEC 

61850), that can be used to link to substation external peers [7]. 

 

 ISO 22301 

 

ISO 22301 (Security and resilience - Business continuity management systems ï Requirements) was 

initially designed and published in May 2012 by the ISO / TC 223 Technical Committee regarding 

societal security, being the first published ISO standard that standardized the latest template for writing 

management system specifications. When the Technical Committee ISO / TC 223 was demobilized, 

another committee was contracted, namely ISO / TC 292, which introduced an update of this standard 

in October 2019. The new revision of the standard, ISO 22301:2019, was released in order to update the 

content of the standard and prevent repetitions. 

 

ISO 22301:2019 was introduced as an international standard for Business Continuity Management 

(BCM), in order to assist organizations to reduce their distortion risk due to natural disasters, 

environmental factors or even technological malfunctions. It offers not only guidelines for emergency 

management strategies, but also recommends a thorough and structured prevention, defence, 

contingency planning, mitigation, business continuity and recovery mechanism. 

 

The objective of this standard is to describe the method of developing and using a Business Continuity 

Management System (BCMS) based on the amount and nature of impact that can be managed by an 

organization after a distortion. Furthermore, the mechanisms for evaluating the validity of the BCMS 

are established in order to allow the operational excellence based on verifiable results. The specified 

standardized process BCMS should be compliant with the constitutional, legislative, organizational and 

industrial requirements of an organization and with the requirements of its business partners [14]. 

 

 NISTIR 7628 Rev. 1 

 

NISTIR 7628 rev. 1 offers a detailed model to be used by organizations to establish appropriate cyber 

defence policies customized to their complex combinations of features, risks and vulnerabilities relevant 

to smart grids. It is the first step in the development of common protocols, Application Programming 

Interfaces (API) and technical requirements for a reliable and secure Smart Grid. Moreover, this standard 

primarily focuses on the issues of cyber protection and does not discuss physical security specifications. 

The guidelines given by NISTIR 7628 are neither obligatory nor prescriptive but they are consultative 

and are designed to promote activities by each organization in the field of establishing an efficiently 

proactive, monitoring, responding and recoverable plan for cyber-threats. NISTIR 7628 has formulated 

the power grid to contain seven domains: transmission, distribution, operations, generation, markets, 

customer and service provider. 

 

The development of a successful methodology for cyber security requires a systematic approach using 

risk analysis. In simple words, a risk can be presented as a potential, in which a threat can leverage a 

vulnerability to breach security and cause great damage. A risk is generally the outcome of interactions 

between threats, weaknesses, and consequences. The risk evaluation process for Smart Grids is 

supported by widely used risk assessment methodologies.  
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Briefly, the cyber security strategy outlines a mechanism for prevention, identification, initial response 

and restoration. However, for other complex infrastructures, this general approach is highly suited. The 

known and accepted Smart Grid strategy can be explained using the following five-step procedure [43]: 

 

Å The first step involves the selection of use cases with a cyber-security view. In other words, the list 

of use cases offers a universal framework for risk assessment, the development of a logical reference 

model and the selection and adaptation of security requirements. 

 

Å The second step includes the performance of a risk assessment. The risk assessment is conducted 

from a high-level, overall functional viewpoint, including the identification of assets, vulnerabilities, 

threats and the specification of impacts. The bottom-up approach (vulnerability classes) and the top-

down approach (inter-component domain) are both included in the analysis. The overall result is 

affected by the realistic analysis of unintentional failures, natural events, and malicious threats and 

their relevance to subsequent risk-mitigation strategies. 

 

Å The third step includes the specification of high-level security requirements. Cybersecurity experts 

as well as power system experts were required to evaluate particular security requirements and select 

the most suitable security technologies and methodologies. 

 

Å The fourth step introduces the development of a logical reference model. Logical communication 

interfaces between actors are identified by this high-level logical reference model. Moreover, this 

fourth step also includes the assessment of Smart Grid standards. Guidelines are given in order to 

address the gaps found in security requirements. Recommendations are also recognized as potential 

conflicting standards and standards with safety requirements that are not consistent with the safety 

requirements included in this report. 

 

Å Finally, the last step introduces the conformity assessment or more precisely the development of a 

conformity assessment program for security. Process guidelines and best practices to improve the 

deployment of fully integrated and stable Smart Grid technologies are also included. 

 

 ISO/IEC 27000 Series 

 

The ISO/IEC 27000 family of guidelines for information security management, developed by the 

International Organization for Standardization (ISO) and the International Electrotechnical Commission 

(IEC), is a series of commonly used standards for information security, which can be integrated in order 

to provide an internationally accepted context for information security management. The first 

publication was made in 2009 and since then several revisions have be made, in 2012, 2014, 2016 and 

2018 respectively. A large number of standards formulate this family, some of which have been proven 

helpful in defining relevant recommendations, which can be used as countermeasures for threat 

reduction in the Electrical Power and Energy System (EPES) domain. The table below summarizes some 

of these standards, which aim to provide energy systems with an Information Security Management 

System (ISMS) [2].  

 

Table 1. EPES domain relevant ISO/IEC 27000 family standards 

No. Name Description 

1. ISO/IEC 270011 
Information technology - Security Techniques - Information security 

management systems ð Requirements. 

2. ISO/IEC 270022 

Code of practice for information security controls - essentially a 

detailed catalogue of information security controls that might be 

managed through the ISMS Information security management 

system (ISMS). 

                                                      
1 https://www.iso.org/standard/54534.html 
2 https://www.iso.org/standard/69379.html 
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3. ISO/IEC 270053 Information security risk management. 

4. ISO/IEC 270194 Information security for process control in the energy industry. 

 

 

 NIST SP800-30 Rev. 1 

 

The National Institute of Standards and Technology (NIST) published the standard NIST SP 800-30 in 

September 2012, as a special document designed for risk assessment of information technology systems. 

This standard is composed of recommendations and guidelines from a solely technological viewpoint 

for protecting the IT infrastructure. Moreover, NIST SP 800-30 has been the basis for forming several 

other standards because of being one of the first documents dealing with risk assessment. It has been 

used worldwide for risk assessment of information security and it is applicable to any organization that 

uses IT components [5]. 

 

 Methodologies  

A wide range of risk assessment methodologies exist, which are used in the industry domain. Most of 

the methodologies follow a common approach, which is a standard and linear procedure, composed of 

several core elements such as the threat detection and classification, the identification of the 

vulnerabilities and the impact assessment. The most well-known methodologies are listed below. 

 

 OCTAVE  

 

The Computer Emergency Response Team (CERT), which was working at the Software Engineering 

Institute of Carnegie Mellon University in USA, created the OCTAVE (Operationally Critical Threat, 

Asset, and Vulnerability Evaluation) framework, in order to assist organizations with a risk assessment 

methodology. After its first release in 1999, several other updates and changes became public, such as 

the OCTAVE Framework v 2.0 in 2001, OCTAVE Criteria v2.0 in 2001, OCTAVE-S v0.9 and v1.0 in 

2003 and 2005 respectively and OCTAVE Allegro v1.0 in 2007. The OCTAVE Allegro approach 

promises to deliver reliable outcome without the need of high knowledge on risk assessment, because it 

focuses mainly on the threats, vulnerabilities, and disruptions information assets face, when transported, 

stored and processed. According to the OCTAVE Allegro roadmap, the methodology is formed in eight 

steps, which consist four stages as depicted in Figure 2 [15]. 

 

Figure 2. OCTAVE Allegro roadmap 

 

 CRAMM  

 

The CRAMM (Central Communication and Telecommunication Agency (CCTA) Risk Analysis and 

Management Method) method is a methodology widely used in the area of risk management and 

analysis, developed in 1985 by the British governmental agency CCTA. In 2005, the British Standards 

Institution (BSI) revised BS7799: Part 2 and released this as BS7799/2005 (ISO27001). Therefore, 

CRAMM Version 5.1 is fully compliant with ISO 27001 and provides significant upgrade to both the 

                                                      
3 https://www.iso.org/standard/75281.html 
4 https://www.iso.org/standard/68091.html 
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method and the software support toolkit. The table below shows the three phases and the steps included 

in each phase of the CRAMM method [16]. 

 

Table 2. CRAMM phases 

Phase Description 

Asset identification 

& valuation 

1. Description of the information system and facilities 

2. Evaluation of assets and infrastructure 

3. Verification and validation of the assay 

Threat & 

vulnerability 

assessment 

1. Identification of threats related to each asset 

2. Assessment of threats and risks 

3. Calculation of the combination of risk <Asset ï Threat 

ï Vulnerability> 

4. Verify and validate the level of risk 

Risk management 1. Identification of recommended countermeasures 

2. Creation of a security plan 

 

 

 IT -Grundschutz 

 

The German Federal Office for Information Security (BSI) made the IT-Grundschutz public in 1994, as 

a part of series of standards. The objective of this risk assessment approach is to provide a qualitative 

framework in order to identify, analyse and evaluate the security incidents, which may be risky for an 

organization, be both compatible and functional with other standards and be implemented properly. IT-

Grundschutz is fully compliant with the ISO / IEC 27001 standard and therefore recognized world 

widely. Even though it has been developed back in 1994, BSI continues to refine and develop it ever 

since then. IT-Grundschutz lists possible threats, provides the necessary security measures and follows 

the rules of ISO / IEC 27001 security standard. For each part of an information system, the essential 

modules are selected and implemented in order to identify critical system vulnerabilities and align with 

the IT-Grundschutz method [17]. 

 

 CORAS 

 

The CORAS approach is a model-based risk assessment framework, developed under an EU-funded 

project named CORAS. The project was completed in 2003, but since then the framework has received 

several updates. This risk assessment framework is compliant with ISO/IEC 27001. CORAS is formed 

of three basic components, a computer language, a risk assessment method and a computerized tool. 

The risk assessment method introduced by CORAS is structured with the help of techniques, such as 

HazOp Analysis, Fault Tree Analysis (FTA), Failure Mode and Effect Criticality Analysis (FMECA), 

Markov Analysis and CRAMM method. Even though the basic techniques of risk assessment used are 

similar to a noticeable degree, the CORAS approach is capable of revealing and dealing with any kind 

of risk or threat targeting an IT infrastructure [20]. On the other hand, another component of CORAS is 

the computer language. The language used in this project was the Unified Modeling Language (UML). 

However, the language has evolved into a domain language independent of the UML and undergone 

multiple tests, receiving input from commercial, and educational and scientific research studies. Five 

key diagrams are available in CORAS language, namely treatment diagrams, treatment overview 

diagrams, asset diagrams, threat diagrams and risk diagrams. The last component of CORAS is the 

computerized tool, which facilitates the recording, management and analysis of risk modeling data. 
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Figure 3. CORAS roadmap 

 

 RiskSafe 

 

In 2012, the RiskSafe method was published in order to provide a risk assessment framework as a 

Software-as-a-Service (SaaS) solution, being fully compliant with ISO 27001. Consultants with 

considerable expertise in risk management in a wide variety of market sectors have developed RiskSafe. 

This method intends to make risk assessment a rather flexible process by converting risk assessment and 

management into a collaborative approach. Moreover, it allows all stakeholders to understand all phases 

of the risk assessment method, such as the risk identification phase, risk analysis and risk evaluation 

phases [18] [19]. 

Table 3. Comparison of risk assessment methods 

 
CRAMM  RiskSafe Octave CORAS 

IT -

Grundschutz 

Origin  UK UK US NO, EU Germany 

Analysis 

approach 
Qualitative Qualitative 

Semi- 

quantitative 
Qualitative Qualitative 

Suitable for 

assessment 

by an 

individual  

No, requires 

consultant 

No, different 

roles in 

software 

Yes Yes 

No, due to 

volume of 

material and 

limited time 

Suitable for 

SME 
No Yes Yes Yes Yes 

Expertise 

level 

required 

Specialist Standard Standard Standard Standard 

Available 

in 

languages 

EN, NL, CZ EN EN EN DE, EN 

Cost Paid license Paid license Free license Free license Free license 

Used in EU 

member 

states 

Many 

countries 
UK Not applicable 

Many 

countries 

Many 

countries 

Compliance 

to IT  

standards 

ISO/IEC 

27001 

ISO/IEC 

27001 

ISO 27005 

Not applicable 

ISO/IEC 

27001 

AS/NZS 

4360:2004 

ISO/IEC 

17799 

ISO/IEC 

27001 

Released 

(updated) 
1985 (2005) 2012 1999 (2007) 2003 (2014) 1994 (2005) 

Level of 

detail 

Management, 

operational, 

technical 

Management, 

operational, 

technical 

Management, 

operational 

Management, 

operational, 

technical 

Management, 

operational, 

technical 

 

The above table shows a comparison of the risk assessment methods mentioned in this chapter, 

comparing some basic elements of each aforementioned method.  
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 DELTA  Energy Asset & Data Security  
 

Organizations are becoming vulnerable to different kinds of threats due to the development of the 

Internet and generally the development of information and communication technology. The interaction 

of the system's users, their motivation and the vulnerabilities of the system are responsible for these 

threats. The classification of security threats helps system users to identify, recognize and analyse threats 

in order to recommend effective security solutions. By considering various aspects of the system, such 

as the source code or the users interacting with it, the security threats can be identified and categorized 

in multiple ways. The classification of the threats allows the recognition and organization of them into 

groups in order to easily analyse and evaluate their impacts and establish measures to avoid or minimize 

their effect on the system. There are multiple threat classifications used in literature, such as [21] [22] 

[23], but the threat classification described by ENISA is widely accepted over the European Union and 

therefore the one to be used for this project. 

 

 Threat Classification  

Threat classification is a crucial procedure because it usually supports the identification and the analysis 

of the threat characteristics in order to be able to protect assets of the system. This classification also 

outlines the threats that affect these devices and helps explain the variety and the features of defensive 

solutions, which will be used. Based on ENISAôs threat taxonomy [24], there is a plethora of threats 

assumed for smart grid assets. As seen in Figure 4 below, there are nine threat type categories, each of 

which contains a number of threat classes or threats. For each threat type, only an indicative number of 

threats will be explained in more details [25]. 

 

 

 Natural disaster 

 

The first threat type category presented in the above figure is the ñNatural Disasterò and it is related to 

environmental disasters, floods, fires, thunder strikes or even unfavourable climatic conditions, which 

are all capable of creating critical problems and malfunctions to assets of a system. Moreover, problems 

such as physical destruction of devices or components, network route disabling and disabling network 

hardware are some consequences of this threat. 

Figure 4. ENISA threat landscape 
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¶ Natural disaster: Natural disaster threats can affect any organization and securing all the 

hardware from all sort of natural disasters is quite challenging. The hardware can be easily 

replaced in any case, but the difficulty in a natural disaster scenario lies in the data, which is not 

retrievable. Therefore, performing automated and continuous backups of the entire systems of an 

organization and storing them off-site seems to be extremely important. 

 

¶ Fire:  A fire as a threat to ICT systems can be either due to a natural disaster or due to an 

intentional action of someone or due to a fault in its own cooling system. In all cases, the hardware 

is in danger and the use of fire prevention measures or fire suppression systems can reduce the 

risk of destroying IT infrastructure due to a fire. 

 

¶ Unfavourable climatic conditions: Unfavourable climatic conditions as a threat towards IT 

infrastructure can be high humidity, temperature (heat and frost). These climatic conditions can 

result in significant harm to storage media or even failures in hardware components. Moreover, 

these effects can be intensified by frequent temperature variations. In general, every hardware 

component has a temperature range which guarantees normal operation and proper functionality. 

Whenever this temperature range exceeds operational errors and system failures may occur. 

 

 Outages 

 

ñOutagesò include internet, network or energy outages, loss of support services, insufficiency of 

personnel or even lack of resources. 

 

¶ Internet outage: There are several possible causes for dropping an internet connection, varying 

from infrastructure faults to power outages to network failures or even design errors. An internet 

outage as a threat even for a few minutes of downtime can create a domino of possible effects, 

resulting in security risks and compliance, sync stoppages, communications breakdown, etc. 

 

¶ Network outage: The internal network outage threat indicates the possibility of setting ñout-of-

orderò the internal network of an organization. In most cases, employers of the organizations 

cause these kind of problems accidentally. 

 

¶ Energy outage: An energy outage can be caused by different actions either a cyberattack or a 

natural disaster or random power problems. In any case, no system can operate under these 

circumstances, leading to miscellaneous problems. 

 

 Nefarious Activity, Abuse 

 

The category type ñNefarious Activity, Abuseò is related to a plethora of threats such as identity theft, 

Denial of Service (DoS) attacks, injection of malicious code into a system, use of social engineering, 

generation and use of rogue certificates, unauthorized activities related to software and hardware, 

targeted attacks, abuse of information leakage and misuse of information or information systems. These 

threats mentioned in this category are only an example of threats related to ñNefarious Activity, Abuseò. 

 

¶ Identity thef t:  This malicious threatôs intention is to allow an attacker to steal someoneôs 

credentials or personal information without having any authorization and permission. Then the 

attacker is capable of performing any action, being disguised as an authorized user. 

 

¶ Denial of Service: By unleashing this attack towards a system or a service, the attacker aims to 

make the resources of the system or the service respectively, unavailable to their authorized users, 

by overloading them for either a short period or a ñnon-definedò period. 
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¶ Unauthorized software installation: This threat can be described as a continuation of the 

identity theft threat. In other words, when the attacker gains access of a system using for example 

the identity theft attack, is then capable of installing any kind of unauthorized software in order 

to compromise the system however he wants. Moreover, employees of an organization can also 

download unauthorized software and install it unintentionally, without understanding the 

seriousness of their actions. 

 

 Damage, Loss of IT assets 

 

ñDamage, Loss of IT assetsò category consists of the following threats, physical damage of an IT asset 

by third party, damage or corruption after testing, integrity loss of information, loss of devices, media 

or documents, destruction of the saved records, devices or media and information leakage. 

 

¶ Damage by third party: This type of threat deals with damage performed by a third party, who 

is not the insured, the principal administrator of an IT infrastructure or an employee of the 

organization. 

 

¶ Loss of devices, media, documents: Due to the nature of removable devices, such as USB sticks 

or portable external Hard Disk Drives (HDD), where different kind of media and documents can 

be stored, they can easily get lost. This means that sensitive data stored in these devices can be 

lost, causing operational problems to an organization. 

 

¶ Information leakage: The threat known as information or data leakage is the unauthorized 

transfer of any kind of sensitive information within an organization to a destination outside the 

organization. This threat can cause serious problems in many areas of an organization. 

 

 Deliberate Physical Attacks 

 

The following threat type category namely ñDeliberate physical attacksò includes bomb attack and 

threatening, sabotage, vandalism, theft, information leakage and sharing it, unauthorised physical access 

and of course fraud. 

 

¶ Sabotage: This threat includes the intentional destruction of a physical system or the data of an 

organization. In most cases, sabotage is the attack type many people link to an insider threat. 

 

¶ Theft (device, media): Regarding this type of threat, an attacker or better stated in this case a 

thief, takes hardware or even data from an organization by force or without anyone from the 

organization discovering it on time. Moreover, a thief can also be an insider, an employee 

working at the organization. 

 

¶ Unauthorised physical access: The unauthorized physical access threat is a very common threat 

related to ICT systems, causing the disruption of the CIA triad of Confidentiality, Integrity and 

Availability, which consist the heart of information security. 

 

 Unintentional Data Damage 

 

ñUnintentional data damageò relates to damage caused by incorrect information sharing and leakage, 

incorrect use or administration of devices and systems, usage of information from unreliable sources, 

unintentional alteration of data and inadequate design, planning, or adaptation. 

 

¶ Erroneous information sharing, leakage: This form of threat includes the action of an 

unintentional sharing or leakage on sensitive information. For example, an employee can 

accidentally throw away hard-copied information without using a document destroyer instead. 
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This action can lead to unintentional information sharing if the wrong person uses the 

information. 

 

¶ Usage of information from unreliable source: This threat relates to the usage of information 

from unreliable sources, such as out-of-the-date material, posts from social media and blogs, 

research articles without citations or websites of dubious quality. The usage of such information 

might lead attackers to be able to exploit potential vulnerabilities of a system. 

 

¶ Inadequate design, planning, adaptation: Inadequate design and planning are key issues for IT 

systems because they can cause security and privacy problems. More precisely, at the component 

level, poor security design can range from a lack of security methods to poor implementation of 

security. All these factors may lead an attacker to take advantage of potential vulnerabilities 

related to this threat and attack the system. 

 

 Failures, Malfunction 

 

ñFailures, Malfunctionò category includes failures of devices and services, failure or disruption of 

communication links, failure or disruption of main supply functions, failure or disruption of service 

providers and malfunction of devices or systems. 

 

¶ Failures of devices and services: If a component of an IT system fails, the whole IT system is 

very likely to fail, resulting in vital processes of an organization to fail. Such failures are likely 

to occur, for instance, in key components of an IT system, such as servers and network coupling 

elements. A breakdown of particular critical infrastructure elements such as air conditioning or 

electrical power networks may also lead to a collapse of the entire information network. 

 

¶ Failure, disruption of main supply functions: An organizationôs premises consists of a number 

of networks used for main supply and disposal services, such as power supply network, Heating 

- Ventilation and Air Conditioning (HVAC) network, telephone network, IT network,  water and 

sewage network or alarm and control systems network. A malfunction to one of the networks 

mentioned above can lead to serious functional problems in an organization. Such problems can 

occur as well in the IT area and more specifically disrupt the processing of any information 

needed. 

 

¶ Malfunction of devices, systems: This threat relates to devices and systems, both software and 

hardware assets, which are used in multiple IT systems and require complex functions to run. 

Because of this complexity of these systems, the errors that may occur are caused by different 

kind of reasons. As a result, computers and applications are not operating as planned and this 

creates security issues. 

 

 Eavesdropping, interception, hijacking 

 

ñEavesdropping, interception, hijackingò consists of the threats,  war driving, intercepting and 

compromising emissions, interception of information, interfering radiation, Man In The Middle attack 

or session hijacking, repudiation of actions, Network reconnaissance and information gathering and 

replay of messages. 

 

¶ Interception of information:  This type of threat indicates that an unauthorized entity was able 

to gain access to a network or a device and redirect the communications in order to access 

valuable data. The unauthorized entity can be either a person or a program. 

 

¶ Man in the middle, session hijacking: It takes three entities to execute a man-in-the-middle 

attack, namely the victim, the person the victim tries to connect with and the man in the middle, 

who is trying to hijack the communication between the two legal entities. A critical point to this 
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threat is that the man in the middle does not reveal his existence to the victim, in order to intercept 

valuable information for him. Session hijacking is a threat during which an attacker takes control 

of a user session. In other words, a session begins when a user logs into a service and terminates 

when the user performs a log out and the success of the attack depends on the information of the 

session cookie obtained by the attacker. 

 

¶ Replay of messages: A replay of messages threat, also known as a replay attack, is a type of an 

intrusion in the network in which the information exchange process is replicated and data has 

been maliciously and fraudulently processed. This action can be achieved either by the authorized 

person performing the information exchange or by an intruder in the network who retrieves all 

the data and re-broadcasts it. 

 

 

 Legal 

 

The last threat type category is the ñLegalò and is related to threats such as unauthorized use of copyright 

material, failure to meet contractual agreements and violation of laws or breach of legislation. 

 

¶ Unauthorized use of copyright material: This threat relates to the use of material protected by 

a copyright law. The material is permitted to be used only after permission is granted, in order 

not to infringe certain rights, such as the right to share, view or reproduce the protected material. 

 

¶ Failure to meet contractual agreements: This threat arises when a member of the consortium 

fails to satisfy, partially or entirely the work agreed to be done and generally fails to perform its 

obligations as stated in the contract. 

 

¶ Violation of laws, breach of legislation: This threat relates to a violation of a law or breach of 

legislation related to IT infrastructure by someone either intentionally or unintentionally, failing 

to abide the existing law. This action may lead to the exposure of possible vulnerabilities to 

attackers. 

 

 Vulnerability Mapping   

The table below (Table 4), depicts the association between the threats presented in section 0 and the 

different assets of DELTA, namely FEID, P2P Network, Aggregator (including the GSSE), DVN and 

the Blockchain Network (BC). Those threats listed ñwith low probabilityò mean that the chance of the 

threat to occur is very limited but not impossible. On the other hand, the ones listed as ñNot Applicableò, 

indicate that those threats are not expected to affect at all any of the DELTA components. 

 

Table 4. Identified threats associated with all DELTA components 

Threat Type Threat classes and threats Severity Assets mapped to threats 

Natural Disaster 

Natural disaster 0.4 FEID 

Environmental disaster 0.2 FEID 

Fire 0.4 FEID 

Flood 0.2 FEID 

Pollution, dust, corrosion 0.2 FEID 

Thunder stroke 0.3 FEID 

Unfavourable climatic 

conditions 

0.2 

FEID 

Major environmental events 0.2 FEID 
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Damage, Loss of 

IT assets 

Damage by third party  0.4 FEID 

Damage, corruption from testing 0.1 

FEID 

Integrity loss of information  0.2 Aggregator, DVN, FEID, P2P, BC 

Loss of devices, media, 

documents  

0.3 

ALL except P2P Network 

Destruction of records, devices, 

media  

0.4 

ALL except P2P Network 

Information leakage 0.3 ALL With Low Probability 

Outages 

Internet outage 0.5 ALL  

Network outage 0.5 ALL  

Loss of support services 0.3 FEID (Smart meters, BMS) 

Strike 0.1 Not Applicable 

Shortage of personnel 0.1 Aggregator 

Energy outage 0.3 ALL  

Nefarious 

Activity, Abuse 

Identity theft 0.5 FEID 

Unsolicited e-mail 0.1 Not Applicable 

Denial of service 0.6 ALL  

Malicious code, activity 0.6 Not Applicable 

Social Engineering 0.3 Aggregator 

Abuse of Information Leakage 0.4 ALL With Low Probability 

Generation and use of rogue 

certificates 0.5 
ALL With Low Probability 

Manipulation of HW and SW 0.5 FEID With Low Probability 

Manipulation of information 0.6 FEID With Low Probability 

Misuse of audit tools 0.4 Not Applicable 

Falsification of records 0.5 ALL With Low Probability 

Misuse of information, 

information systems 0.6 
Aggregator With Low Probability 

Unauthorised use of 

administration 0.7 
Aggregator With Low Probability 

Unauthorised access to systems 0.5 ALL With Low Probability 

Unauthorised software 

installation 0.7 
Aggregator 

Unauthorised use of software 0.5 Aggregator 

Compromising confidential 

information 0.6 
ALL With Low Probability 

Abuse of authorizations 0.4 ALL With Low Probability 

Hoax 0.3 Not Applicable 

Badware 0.2 Not Applicable 

Remote activity (execution) 0.6 ALL With Low Probability 

Bomb attack, threat 0.8 FEID 
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Deliberate 

physical attacks 

Sabotage 0.6 FEID 

Vandalism 0.6 FEID 

Theft (device, media) 0.5 FEID 

Information leakage, sharing 0.6 FEID With Low Probability 

Unauthorised physical access 0.3 FEID 

Fraud 

0.5 

FEID 

Unintentional 

data damage 

Erroneous information sharing, 

leakage 0.4 
FEID With Low Probability 

Erroneous use or administration 

of devices, systems 0.4 

DVN, Aggregator, P2P Network 

Usage of information from 

unreliable source 0.3 

FEID, DVN, Aggregator regarding 

weather data from external weather 

APIs 

Unintentional alteration of data 
0.3 

FEID With Low Probability 

Inadequate design, planning, 

adaptation 0.4 
Aggregator 

Failures, 

Malfunction  

Failures of devices and services 0.4 FEID 

Failure, disruption of 

communication links 0.3 
ALL  

Failure, disruption of main 

supply functions 0.3 
FEID, Aggregator 

Failure, disruption of service 

providers 0.2 

FEID, DVN, Aggregator regarding 

weather data from external weather 

APIs 

Malfunction of devices, systems 
0.4 

FEID, Aggregator 

 Eavesdropping, 

Interception, 

Hijacking  

Intercepting, compromising 

emissions 0.3 
ALL With Low Probability 

Interception of information 0.4 ALL With Low Probability 

Interfering radiation 0.3 ALL With Low Probability 

Man in the middle, session 

hijacking 0.5 
ALL With Low Probability 

Repudiation of actions 0.4 ALL With Low Probability 

Network reconnaissance, 

information gathering 0.3 
ALL With Low Probability 

 

Replay of messages 0.4 
ALL With Low Probability 

Legal 
Unauthorized use of copyright 

material 
- Aggregator, End-Customer, Network 

Operators (DNO, DSO, TSO) 
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Failure to meet contractual 

agreements 
- Aggregator, End-Customer, Network 

Operators (DNO, DSO, TSO) 

Violation of laws, breach of 

legislation 
- Aggregator, Network Operators 

(DNO, DSO, TSO) 

  

 Attack Models ï Attack trees 

Modelling a cyber-attack that has not yet occurred will save an organization's time, money and perhaps 

other resources. A variety of methods of attack modelling could be used to evaluate cyber-attacks, such 

as Dependency graphs [26], Attack graphs [27], Attack trees [28], the Markov Decision Process [29], 

the Kill Chain [30] or the Diamond model [31]. In the context of the DELTA project, the attack tree 

model will be used. Even though the attack trees exist as an attack model and were described back in 

1999, they continue to be widely used nowadays, in a series of domains [32] [33] [34]. 

 

Bruce Schneier firstly described attack trees [28] in 1999 in order to model threats on computer systems. 

Understanding all the vulnerabilities of a device, will help an organization develop security measures to 

seal such systems against attacks. Moreover, recognizing the patterns an attacker uses while striking a 

computer system, will allow IT administrators to select the most fitting countermeasures in order to 

handle threats. 

 

The security of a system is described methodically and formally with the use of attack trees, based on 

various attack incidents. The action of attacking a system can be illustrated with a tree structure, the 

malicious action being the root node and the multiple ways to accomplish that action as leaf nodes. Each 

node consists a piece in achieving the main action and the children of that node are ways to accomplish 

that piece. The nodes can be either ñANDò nodes or ñORò nodes. ñANDò nodes depict the multiple 

stages that exist in order to achieve the same goal, while the ñORò nodes represent alternative options 

to be used [35]. 

 

In the following subsections and regarding DELTA project, an attack tree will be presented for every 

asset, namely FEID, DVN, Aggregator, P2P network. The threat types and more specifically the threats 

presented in Table 4, which affect most of the projectôs components are Damage, Loss of IT assets 

(Damage by third party - Loss of devices, media, documents) and Nefarious Activity, Abuse (Identity 

theft ï DoS - Social Engineering -  Unauthorised software installation). 

 

 FEID  

 

3.3.1.1 Damage by third party 

 

A third party is capable of damaging the FEID. This action can be either performed by using physical 

destruction of the hardware by an entity, e.g. a customer, or by inserting malware to the system or 

damaging FEIDôs database in order to damage it. The image below represents the attack tree towards 

the FEID regarding this threat. 
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Figure 5. Attack tree for ñDamage by third partyò 

 

3.3.1.2 Loss of devices, media, documents 

 

Regarding the loss of devices, media and documents of the FEID, this can be performed only by one 

way. The data degradation or bit rot affects the Random-Access Memory (RAM) and arises when the 

electric charge of a bit in RAM disperses, possibly changing the program code or possibly the stored 

data. The figure below depicts FEIDôs attack tree concerning loss of devices, media and documents. 

 

Figure 6. Attack tree for ñLoss of devices, media, documentsò 

 

3.3.1.3 Identity theft  

 

The identity theft attack can be performed on a FEID. This attack can be separated into two categories, 

namely ñtrue nameò and ñaccount takeoverò. The ñtrue nameò concerns a thief using personal 

information to open accounts and register services in an employeeôs name. The ñaccount takeoverò 

differs in that information gained from illegal access to an employeeôs computer and is used to log in to 

existing accounts and perform transactions in your name. Both are very dangerous and both can result 

in significant financial loss. Each of the two categories mentioned, contain a number of attacks, which 

can be used in order to succeed in the identity theft attack. The figure below depicts the attack tree of 

the identity theft of a FEID. 

 

Figure 7. FEID attack tree for ñIdentity theftò 

 

3.3.1.4 Denial of service 
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A DoS attack can be performed on a FEID. Numerous methods can be used in order to make a FEIDôs 

services or resources unavailable. These methods can be either a SYN flood, a UDP flood, a Ping of 

Death, a Ping flood, exploits or botnets or a combination of these attack methods. The following figure 

shows the attack tree concerning the DoS attack towards a FEID. 

 

Figure 8. FEID attack tree for ñDoSò 

 

 DVN  

 

3.3.2.1 Loss of devices, media, documents 

 

Regarding the loss of devices, media and documents of the DVN, this can be performed in two ways. A 

malfunction could occur in the DVNôs database and destruct all the data saved in the database. On the 

other hand, the data degradation or bit rot  affects the Random-Access Memory and arises when the 

electric charge of a bit in RAM disperses, possibly changing the program code or possibly the stored 

data. The figure below depicts DVNôs attack tree concerning loss of devices, media and documents. 

 

 

Figure 9. DVN attack tree for ñLoss of devices, media, documentsò 

 

3.3.2.2 Denial of service 

 

A DoS attack can be performed on the DVN as well. Numerous methods can be used in order to make 

a DVNôs services or resources unavailable. These methods can be either a SYN flood, a UDP flood, a 

Ping of Death, a Ping flood, exploits or botnets or a combination of them. The following figure shows 

the attack tree concerning the DoS attack towards the DVN. 
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Figure 10. DVN attack tree for ñDoSò 

 

 Aggregator  

 

3.3.3.1 Loss of devices, media, documents 

 

Regarding the loss of devices, media and documents of the Aggregator, this can be performed in two 

ways. A malfunction could occur in the Aggregatorôs database and destroy all the data saved in the 

database. On the other hand, the data degradation or bit rot  affects the Random-Access Memory and 

arises when the electric charge of a bit in RAM disperses, possibly changing the program code or 

possibly the stored data. The figure below depicts the Aggregatorôs attack tree concerning loss of 

devices, media and documents. 

 

 

Figure 11. Aggregator attack tree for ñLoss of devices, media, documentsò 

 

3.3.3.2 Denial of service 

 

A DoS attack can be performed on the Aggregator. Numerous methods can be used in order to make an 

Aggregatorôs services or resources unavailable. These methods can be either a SYN flood, a UDP flood, 

a Ping of Death, a Ping flood, exploits or botnets or a combination of these attack methods. The 

following figure shows the attack tree concerning the DoS attack towards an Aggregator. 
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Figure 12. Aggregator attack tree for ñDoSò 

 

3.3.3.3 Social Engineering 

 

Social engineering attacks on the Aggregator come in several forms and can be performed anywhere 

where human interaction is involved. The most common forms of digital social engineering assaults, 

include baiting (use of a false promise to choose a victimôs greed or curiosity), scareware (victims being 

bombarded with false alarms and fictitious threats), pretexting (attacker obtains information through a 

series of cleverly crafted lies) and phishing (email and text message campaigns aimed at creating a sense 

of urgency, curiosity or fear in victims). The figure below shows the attack tree regarding social 

engineering attack of the Aggregator. 

 

Figure 13. Aggregator attack tree for ñSocial Engineeringò 

 

3.3.3.4 Unauthorised software installation 

 

Unauthorized software installation on the side of the Aggregator can occur using different methods, 

such as rogue emails where a user unintentionally clicks on the link found inside, or unintentional 

content downloads which could be malware, clickjacking where a user is tricked into clicking on 

something different from what the user perceives or the use of portable devices that could contain 

malware content. All these means of attacking the Aggregator in order to install unauthorized software 

is shown in the following attack tree. 
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Figure 14. Aggregator attack tree for ñUnauthorised software installationò 

 

 P2P Network  

 

A peer-to-peer (P2P) network is a connection of two or more devices (nodes) that counts with an 

architecture designed for them to exchange data. There are different P2P networks, they can be classified 

as: A) Centralized, in which all the exchange of information is done through one centralized-server, B) 

Distributed, in which the nodes act as a client and as a server, and thus, there is no central server; and 

finally C) Hybrid, which relies on a centralized cluster of servers, and therefore, scales better than the 

Centralized that only relies on one centralized-server.. 

 

In the context of the DELTA project, a P2P network has been deployed to allow components such as 

the Aggregator, DVNs, and FEIDs to securely exchange data. The implemented P2P network is hybrid 

since it is the less sensitive to attacks and allows monitoring the servers and clients. As a result, the P2P 

of DELTA is constantly monitored, which enables a fast response in case of a security breach. 

 

In P2P networks, security depends on whether the P2P network is both centralized or hybrid or on the 

opposite is decentralized [48]. The security of a centralized or hybrid network offers a single point of 

failure that is the centralized-servers. An attack on one of such servers may affect the security of the 

entire network. In a P2P decentralized, a malicious node can compromise a piece of the network, and is 

unlikely to happen if  a single malicious node could control the whole network. Therefore, decentralized 

networks are less sensitive to attacks than centralized or hybrid, but these last two kinds of networks are 

more suitable to be monitored which eases attack detection and network recovery. Following a set of 

attacks that P2P network can be target of are presented. Attacks that are not exclusive for P2P networks, 

but could be applied in such kind of network, are: 

: 

 

¶ Denial-of-service attack (DoS) or Distributed denial-of-service attack (DDoS) [52]. The 

most common DoS attack consist of a single node flooding the network with false packets, 

preventing or slowing the network traffic. If two or more nodes are involved in the attack, then 

is a DDoS attack (Figure 15). This attack can be amplified by using uncompromised nodes. A 

Reflection attack is a DDoS variant that is produced when malicious nodes can spoof the 

response IP address to the victim's IP address and the victim sends response packets to itself. 
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Figure 15. DDOS attack. 

 

¶ In the Man-in-the-middle attack (MitM) [53], the attacker listens the communication between 

two nodes (Figure 16). The attacker can stay undetected and spy the communication (passive 

attack) or manipulate the communication inserting, dropping, or retransmitting the previous 

message in the data stream (active attack). In P2P networks, the relevance of this attack depends 

on the type of network. If the P2P is decentralized this attack is not dangerous due to the fact 

that all the nodes have the same clearance and traffic content, which makes the identity spoofing 

useless. If the P2P is centralized or hybrid, this attack is potentially dangerous since the attacker 

could masquerade himself or herself as an administrator, i.e., a server node. 

 

 

Figure 16. Man-in-the-middle attack. 
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¶ Worm propagation [56] is one of the biggest threats to the Internet. Worms as Nimda [51]or 

Code Red [57] are capable of infecting thousands of hosts in hours. Worms propagation in a 

P2P network is the most serious threat, generally used to launch massive DDOS attacks. This 

attack is more likely if all the nodes use the same software (the same vulnerabilities in all 

machines). 

 

¶ The eavesdropping attack [55] is another type of attack produced in the network layer. 

Attackers can gain access to data and eavesdrop the traffic by capturing small packets from the 

network. This attack can be prevented using strong physical security and using strong 

encryption services that are based on cryptography.  

 

On the other hand, specific attacks of P2P networks, regardless their kind, are: 

 

¶ The Sybil attack [45] consists of creating a large number of false identities, using them to obtain 

great influence in the network, and cause disruption or prepare further attacks. The system's 

vulnerability depends on the facility to create new identities. 

 

¶ The file poisoning attack [49][50]consists of replacing a file in the network by a false one. In 

order to accomplish this attack, malicious nodes claim ownership of the file and respond with 

the corrupt file. Furthermore, all packets on their route passing through a malicious node can be 

poisoned (similar to the MitM). 

 

¶ The eclipse attack [54] can be a subsequent action to the Sybil attack, where the attacker tries 

to place his or her nodes on the strategic routing paths. Meanwhile, an individual man-in-the-

middle attack is not a significant threat to P2P networks, the combination of the eclipse and the 

MitM attack is a serious threat. Due to their strategic situation, the eclipse attack can be 

combined with other simpler attacks, increasing its impact, as with the DDOS attack, flooding 

the rest of the systems with packets, with the file poisoning attack, infecting the files receives 

and sending it or redirecting or dropping packages, separating the network in two or more 

subnetworks. 

 

¶ Rational attack [46]. Also known as free-riding , the rational attack is not usually an attack, 

however, it is a very common phenomenon in any P2P network. Due to the human factor, a 

node may be trying to maximize network resources by minimizing its own, generating an 

accessibility restriction on the contents or resources. There are two types of rational attacks: 

Content restriction (nodes are not sharing any of their contents on the network) and resource 

restriction (nodes are not contributing any of their resources on the network). 

 

¶ The network poisoning attack [55] consists in deposit into the file-sharing system polluted 

files. In this way, the attacker can corrupt the content of the shared file, propagating itself over 

the network and being unable to distinguish contaminated and uncontaminated files. To prevent 

this type of attack it is possible to verify the hash of the files, create blacklists, encrypt the traffic, 

or apply a wide range of methods. 

 

Finally, some specific attacks suitable for centralized or hybrid P2P networks are: 

 

¶ One of the major threats in the context of DELTA occurs if an attacker controls a server node. 

This would allow the attacker to have total control of the network, configuration, users, and 

certificates. To prevent this attack, the OpenFire service, i.e., the implemented server node, must 

always be updated to the last version and using a strong password.  

 

¶ The join & leave attack [58] is a subset of DDOS attack where the attacker has possession of 

a large part of the userôs network and overloads the system by sending login and logout requests. 
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¶ The masquerade attack [55] is an extremely serious attack where an illegitimate user poses as 

a legitimate user to get his credentials. It can be perpetrated using stolen passwords and 

certificates or bypassing the authentication process. This attack can be prevented using a 

firewall. 

 

¶ The bootstrapping attack [58]. When a new node joins the system, it must contact at least one 

existing node. In this type of attack, the new node contact with a malicious node and join a 

network controlled by the attacker instead of the legitimate network. 

 

There are more attacks for the P2P networks (botnets, churn attack, index poisoning attack, inter alia) 

[55] but these are the most common. Once these attacks have been identified, the following set of KPIs 

are proposed: 

 

¶ Monitor total number of requests. The objective is to check how many requests are being 

handled: whether the number of requests decreases or increases following a ratio or pattern, or 

whether the number of requests is anomalous. In order to prevent attacks related to the number 

of requests, the following monitoring KPIs should be adopted: 

o Number of requests per hour. 

o Number of requests per day. 

o Number of requests per month. 

o Number of requests per event type. 

 

¶ Monitor the nodes. The objective is determining how many nodes are present in the network, 

if the number decreases or increases, and if the number of nodes is appropriate. To measure this 

KPI, it can be checked: 

o Number of nodes in the network. 

o Number of nodes per hour. 

o Number of nodes per day. 

o Number of nodes per month. 

 

¶ Monitor requests per node. The objective is to monitor how many requests are received and 

sent by each node: whether certain nodes send false requests, or whether a node behaves 

differently in a certain point in time. Some possible measures for this KPI are: 

o Number of requests per node per hour. 

o Number of requests per node per day. 

o Number of requests per node per month. 

o Number of requests per node per event type. 

 

¶ Monitor the requests per IP. The objective is to monitor how many requests are received and 

sent by each IP address, thus checking their geographical location (checking if the node 

associated to an IP does not moves in a wide range in a short period). Besides, an account can 

only have one IP, so if a node has 2 IPs it may advocate a security breach. There are numerous 

ways to measure this KPI: 

o Number of requests per IP address per hour. 

o Number of requests per IP address per day. 

o Number of requests per IP address per month. 

o Number of requests per IP address per event type. 

o Number of accounts with the same IP address. 

o Geographical location of an IP before / after. 

 

¶ Node software. The objective is monitoring which software version are used by the nodes and 

if these versions have known security issues. Possible measures to check this KPI are: 

o Number of events per software per hour. 

o Number of events per software per day. 
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o Number of events per software per month. 

o Number of events per software per event type. 

 

¶ Detection time. The objective is checking how long it takes the system to detect a security issue 

and if this time is acceptable. Also, checking if there are ways to reduce this detection time. The 

detection time KPI can be measured in: 

o Average time to detection per security issue. 

o Outliers. 

 

¶ Number of false positive. The objective is determining how many false positives are received 

in the system and if this number is acceptable and can be reduced. To detect false positives, the 

following can be checked: 

o Number of false positives per security issue. 

o Percentage of events that are false positives. 

 

¶ Resolution time. The objective is to determine how long it takes to resolve a security issue if 

the time is acceptable and to see if there is any way to reduce this time. This KPI can be 

measured through: 

o Average resolution time per security issue. 

 

 

 Energy Data Taxonomy - CAPEC 

Defending organizationsô ICT infrastructure systems against security threats, requires as a first step, the 

knowledge of the systemsô weaknesses. In order to gain access and then be able to control a network, 

attackers need to take advantage of only one vulnerability or weakness of the system, even though others 

may exist. Therefore, being aware of only this information is not sufficient and might not be enough to 

prevent an attack. However, fully understanding the attack models cyber-security attackers usually 

employ against systems, gives the opportunity to defenders to reduce the introduced cyber risk. 

 

The information security community developed the Common Attack Pattern Enumeration and 

Classification (CAPEC) dictionary [36], in order to document common attack patterns. These patterns 

define the specific characteristics and strategies cyber-security attackers use to manipulate identified 

vulnerabilities in ICT infrastructure. The CAPEC dictionary offers a structured framework to define, 

capture, optimize and exchange attack patterns. Knowledge about particular stages of the attack, the 

vulnerable surface, the technology and skills the attacker needs and ways to minimize the attack are 

provided by the attack patterns. 

 

The CAPEC attack patterns are grouped in a ñgeneral to preciseò structure, providing different 

abstraction levels to satisfy analytic requirements. The CAPEC model was chosen among other stated 

in [37], due to the fact that this classification dictionary provides a well-structured framework and has 

an active community, which maintains and further develops the model. 

 

 

Table 5. Threats mapped to CAPEC 

Threat Type Threat classes and threats CAPEC-ID mapping 

Natural Disaster 

Natural disaster  
 
CAPEC-547: Physical Destruction of Device or 
Component 
CAPEC-582: Route Disabling 
CAPEC-583: Disabling Network Hardware 

Environmental disaster 

Fire 

Flood 

Pollution, dust, corrosion 
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Thunder stroke CAPEC-603: Blockage 
CAPEC-607: Obstruction  

Unfavourable climatic 
conditions 

Major environmental events 

Damage, Loss of 
IT assets 

Damage by third party  
CAPEC-21: Exploitation of Trusted Credentials 
CAPEC-114: Authentication Abuse 
CAPEC-117: Interception 
CAPEC-122: Privilege Abuse 
CAPEC-157: Sniffing Attacks 
CAPEC-216: Communication Channel Manipulation 
CAPEC-507: Physical Theft 
CAPEC-547: Physical Destruction of Device or 
Component 

Damage, corruption from 
testing 

Integrity loss of information  

Loss of devices, media, 
documents  

Destruction of records, devices, 
media  

Information leakage 

Outages 

Internet outage 
CAPEC-410: Information Elicitation 
CAPEC-416: Manipulate Human Behavior 
CAPEC-547: Physical destruction of devices or 
component  
CAPEC-582: Route Disabling 
CAPEC-583: Disabling Network Hardware 
CAPEC-601: Jamming  

Network outage 

Loss of support services 

Strike 

Shortage of personnel 

Energy outage 

Lack of resources 

Nefarious 
Activity, Abuse 

Identity theft 

CAPEC-21: Exploitation of Trusted Credentials  
CAPEC-28: Fuzzing 
CAPEC-94: Man in the Middle Attack 
CAPEC-112: Brute Force 
CAPEC-113: API Manipulation 
CAPEC-114: Authentication Abuse 
CAPEC-115: Authentication Bypass 
CAPEC-122: Privilege Abuse 
CAPEC-148: Content Spoofing 
CAPEC-151: Identity Spoofing 
CAPEC-161: Infrastructure Manipulation 
CAPEC-175: Code Inclusion 
CAPEC-176: Configuration/Environment 
Manipulation 
CAPEC-184: Software Integrity Attack 
CAPEC-212: Functionality Misuse 
CAPEC-216: Communication Channel Manipulation 
CAPEC-410: Information Elicitation 
CAPEC-441: Malicious Logic Insertion 
CAPEC-554: Functionality Bypass 
CAPEC-594: Traffic Injection 
CAPEC-624: Fault Injection 
 
 

Unsolicited e-mail 

Denial of service 

Malicious code, activity 

Social Engineering 

Abuse of Information Leakage 

Generation and use of rogue 
certificates 

Manipulation of HW and SW 

Manipulation of information 

Misuse of audit tools 

Falsification of records 

Misuse of information, 
information systems 

Unauthorised use of 
administration 

Unauthorised access to systems 

Unauthorised software 
installation 

Unauthorised use of software 

Compromising confidential 
information 
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Abuse of authorizations 

Hoax 

Badware 

Remote activity (execution) 

Targeted attacks 

Deliberate 
physical attacks 

Bomb attack, threat CAPEC-114: Authentication Abuse 
CAPEC-122: Privilege Abuse  
CAPEC-390: Bypassing Physical Security 
CAPEC-440: Hardware Integrity Attack 
CAPEC-452: Infected Hardware 
CAPEC-507: Physical Theft 
CAPEC-522: Malicious Hardware Component 
Replacement 
CAPEC-547: Physical Destruction of Device or 
Component 
CAPEC-582: Route Disabling 
CAPEC-583: Disabling Network Hardware 

Sabotage 

Vandalism 

Theft (device, media) 

Information leakage, sharing 

Unauthorised physical access 

Fraud 

Unintentional 
data damage 

Erroneous information sharing, 
leakage  

 
CAPEC-21: Exploitation of Trusted Credentials 
CAPEC-114: Authentication Abuse 
CAPEC-117: Interception 
CAPEC-122: Privilege Abuse 
CAPEC-157: Sniffing Attacks 
CAPEC-161: Infrastructure Manipulation 
CAPEC-192: Protocol Analysis 
CAPEC-216: Communication Channel Manipulation 
CAPEC-410: Information Elicitation 

Erroneous use or administration 
of devices, systems 

Usage of information from 
unreliable source 

Unintentional alteration of data 

Inadequate design, planning, 
adaptation 

Failures, 
Malfunction 

Failures of devices and services  
 
CAPEC-154: Resource Location Spoofing 
CAPEC-161: Infrastructure Manipulation 
CAPEC-227: Sustained Client Engagement  
CAPEC-437: Supply Chain 
CAPEC-443: Malicious Logic Inserted Into Product 
Software by Authorized Developer 
CAPEC-445: Malicious Logic Insertion into Product 
Software via Configuration Management 
Manipulation 
CAPEC-446: Malicious Logic Insertion into Product 
Software via Inclusion of 3rd Party Component 
Dependency 

Failure, disruption of 
communication links 

Failure, disruption of main 
supply functions 

Failure, disruption of service 
providers 

Malfunction of devices, systems 

Eavesdropping, 
Interception, 

Hijacking 

War driving CAPEC-22: Exploiting Trust in Client 
CAPEC-94: Man in the Middle Attack 
CAPEC-103: Clickjacking 
CAPEC-112: Brute Force 
CAPEC-113: API Manipulation 
CAPEC-114: Authentication Abuse  

Intercepting, compromising 
emissions 

Interception of information 

Interfering radiation 
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Man in the middle, session 
hijacking 

CAPEC-115: Authentication Bypass 
CAPEC-122: Privilege Abuse 
CAPEC-148: Content Spoofing 
CAPEC-173: Action Spoofing  
CAPEC-192: Protocol Analysis 
CAPEC-501: Activity Hijack 
CAPEC-504: Task Impersonation 
CAPEC-505: Scheme Squatting 
CAPEC-506: Tapjacking 
CAPEC-519: Documentation Alteration to Cause 
Errors in System Design 
CAPEC-520: Counterfeit Hardware Component 
Inserted During Product Assembly 
CAPEC-555: Remote Services with Stolen 
Credentials 
CAPEC-593: Session Hijacking 

Repudiation of actions 

Network reconnaissance, 
information gathering 

 
Replay of messages 

Legal 

Unauthorized use of copyright 
material 

CAPEC does not include classification for legal 
threats. 

Failure to meet contractual 
agreements 

Violation of laws, breach of 
legislation 

 

 Defence Strategies  

 Wired Protocols 

 

3.5.1.1 MODBUS RTU 

 

MODBUS RTU is used for the serial communication between the Smart Homeôs energy meters (and 

other devices such as PVs and PV batteries) and the FEIDs that gather their electricity measurements. 

Afterwards, FEIDs communicate with the BMS as well as with the upper DVN layer.  

 

3.5.1.1.1 FEID-BMS packets anomaly detection  

 

FEIDs forward the electricity measurements via TCP/IP communication with the BMS in a custom data 

format. Specifically, for the energy meter measurements the data format is the following: 

 
{  

  "measu rements": {  

    "W_L": 0.0,  

    "VA_L": 184.2,  

    "KW_dmdPeak": 3360.0,  

    "KWh_S": 31.9,  

    "A_L": 0.802,  

    "KW_dmd": 0.0,  

    "Hz": 49.9,  

    "V_L_N": 229.4,  

    "VAR_L": 184.2,  

    "Kvarh_Tot": 0.0,  

    "PF_L": 0.0  

  },  

  "eventDate": "2020 - 07- 28T10:10:00.000Z"  
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}  

 

In the format presented above, W_L represents the active power, VA_L the apparent power, 

KW_dmdPeak demand in kW for peak periods,  KWh_S the active energy, A_L the amperage,  

KW_dmd regular level demand in kW,  Hz the frequency, V_L_N is the voltage, VAR_L the reactive 

power, Kvarh_Tot the total reactive power and PF_L the power factor. 

 

In order to identify abnormalities in such data, a Convolutional Neural Network (CNN)-based text 

classification model [37] is trained with normal data, as well as, artificially produced abnormal data 

based on normal, but with modified several measurements to values that are considered out of the normal 

functionality range.  

 

3.5.1.1.1.1 Multichannel CNN model 

 

A standard CNN model for text classification is usually composed of an embedding input layer followed 

by a one-dimensional CNN, a pooling layer and finally an output layer for prediction. For the energy 

meter data classification, a variation of this architecture is used with three (3) channels each with 

different kernel size for the filters. The advantage of such an architecture is that a document can be 

processed at different resolutions using different sizes of groups of words (n-grams). The model receives 

as input sentences of tokens, which are extracted from parsing the energy meter measurements data 

format. An example of a sentence is the following: 

 
['"measurements"', '"W_L"', '2.6', '"VA_L"', '181.5', '"KW_dmdPeak"',  

'3420.0', '"KWh_S"', '32.1', '"A_L "', '0.798', '"KW_dmd"', '0.0', '"Hz"', 

'49.9', '"V_L_N"', '228.3', '"VAR_L"', '181.5', '"Kvarh_Tot"', '0.0', 

'"PF_L"', '0.014']  

 

Each channel is composed by the following layers: 

 

¶ Input layer with size equal to that of the input sentences 

¶ Embedding layer with size equal to the size of the vocabulary and output 100 dimensional 

representations 

¶ One-dimensional convolutional layer with 32 filters and kernel size equal to the number of 

words to read at once (different values are user for each channel to achieve different 

resolutions) 

¶ A dropout layer 

¶ A global max pooling layer  

 

The outputs of each channel are concatenated into a single vector and fed into a Dense layer and finally 

an output sigmoid classification layer.  

 

 

3.5.1.1.1.2 Training and experiments 

 

In order to train the model a dataset was built with both normal and abnormal data. The normal data 

derive from electricity measurements packets collected from 28/07/2020 until 19/08/2020 after parsing 

with a regular expression tokenizer, in order to decompose the payload into tokens. On the other hand, 

the abnormal data were produced by copying 1000 rows from normal tokenized data for each of 6 

different types of measurements and modifying each time only one type of measurement. Specifically, 

the active power was set to values in the abnormal range of 4000-6000 W, the apparent power between 

4000-6000 VA, the amperage between 17-30 A, the voltage between 251-300 V, the reactive power 

between 1000-2000 Var and finally the power factor between 1 and 2. In total, the dataset was comprised 

by 32491 normal and 6000 abnormal samples. 
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For the evaluation of the detection capability of the model, 2 different experiments were conducted. For 

both experiments a test set was produced based on collected normal measurements from 20/08/2020 

until 21/08/2020. For the first experiment the active power measurement was modified to unexpected 

values just like in the training dataset during a time period of 1 hour, whereas for the second experiment 

artificial anomalies were injected for 5 different 10-minute time intervals during a day. For each 10-

minute time interval a different type of measurement was corrupted. The classification results for the 

aforementioned experiments are summarized in the confusion matrix plots below: 

 

1st experiment: Anomalies for 1-hour time interval with its respective confusion matrix: 

 

 

Figure 17. Confusion Matrix for the 1st experiment 

 

2nd experiment: Anomalies dispersed during a day in 10-minute time intervals with its respective 

confusion matrix: 

 

Figure 18. Confusion Matrix for the 2nd experiment 

 

As can be observed from the above plots, the model achieves satisfying results, as it identifies correctly 

all anomalies and additionally has very small number of false positives regarding the normal samples (9 

out of total 1961). Thus, it can be assumed that the model would be appropriate for the detection of such 

anomalies in transmitted electricity measurements. 
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3.5.1.1.2 FEID-DVN packets anomaly detection 

 

FEIDs except from sending the electricity measurements to the BMS, also forward them to the DVN 

layer but in a different data format. In this case, measurements are being serialized in JSON-LD format 

and sent over TCP/IP to DVN layer. An example of a JSON-LD document for historical consumption 

data can be seen below: 

 
{  

  "@context": {  

    "core": "http://delta.linkeddata.es/def/core#",  

    "saref": "https://w3id.org/saref#",  

    "xsd": "http://www.w3.org/2001/XMLSchema#",  

    "om": "http://www.foodvoc.org/page/om - 1.8/",  

    "manage": {  

      "@id": "core:manage"  

    },  

    "Measurement": {  

      "@id": "core:Measurement"  

    },  

    "isRelatedToProperty": {  

      "@id": "core:isRelatedToProperty"  

    },  

    "makesMeasurement": {  

      "@id": "core:makesMeasurement"  

    },  

    "hasValue": {  

      "@id": "core:hasValue"  

    },  

    "hasTimeStamp": {  

      "@id": "core:hasTimeStamp"  

    },  

    "VirtualNode": {  

      "@id": "core:VirtualNode"  

    },  

    "FEID": {  

      "@id": "core:FEID"  

    },  

    "PowerConsumption": {  

      "@id": "core:PowerConsumption"  

    }  

  },  

  "@graph": [  

    {  

      "@id": "DVN01",  

      "@type": "VirtualNode",  

      "manage": {  

        "@id": "FEID01"  

      }  

    },  

    {  

      "@id": "FEID01PowerConsumption0",  

      "@type": "Measurement",  

      "hasValue": {  

        "@type": "xsd:float",  

        "@value": "302.7"  

      },  

      "hasTimeStamp": {  

        "@type": "xsd:dateTime",  

        "@value": "2020 - 09- 15T11:04:46Z"  
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      },  

      "saref:isMeasuredIn": {  

        "@id": "om:watt"  

      },  

      "isRelatedToProperty": {  

        "@id": "PowerConsumption"  

      }  

}    

 

For such data, the same text CNN model is used for anomaly detection as in FEID-BMS packets anomaly 

detection. For this purpose, the JSON-LD document in pre-processed in order to extract only the 

"@value": "302.7" part and compose sentences of tokens with key-value pairs as follows: ['@value', 

'302.7']. Again, the aim is to identify abnormal sentences with measurement values that exceed normal 

functionality levels. 

 

3.5.1.1.2.1 Training and experiments 

 

For training the model, a training dataset was built from a JSON-LD document with consumption 

measurements from 28/07/2020 until 31/08/2020 after parsing it as already described and forming 

sentences of key value pair tokens. In order to produce abnormal data, the last 10.000 out of totally 

58463 were reproduced but with modified consumption measurements to extreme values in the range of 

4000-6000 W.  

 

Following the same approach with FEID-BMS communication anomaly detection experiments, 2 

different experiments were conducted based on a test set that was produced with consumption data from 

01/09/2020 until 03/09/2020. For the first experiment, artificial anomalies were injected during 1-hour 

time interval in the same range as in the training set, whereas for the second experiment same kind of 

artificial anomalies were injected in various 10-minute time intervals.    

 

1st experiment: Anomalies for 1-hour time interval with its respective confusion matrix: 

 

 

Figure 19. Confusion Matrix for the 1st experiment 
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2nd experiment: Anomalies dispersed during a day in 10-minute time intervals with its respective 

confusion matrix: 

 

Figure 20. Confusion Matrix for the 2nd experiment 

 

From the above results, it is clear that the model identifies successfully all the anomalies, but also 

produces a non-negligible amount of false positives regarding normal data (about 20% in both 

experiments). This could be result of small token sentences during training of the model. As such, the 

model false positive rate could be possibly improved by enhancing the training sentences with richer 

information.    

 

 

3.5.1.2 MQTT over WebSockets 

 

WebSocket protocol is utilized in order to send MQTT messages containing notification information 

from the DVN layer to the customer UI, whenever a new DR event is produced. Such an event contains 

suggestions for the customers, in order to change their electricity usage from normal patterns either 

explicitly (incentivize payments designed to induce lower electricity use at times of high market prices 

or when system reliability is at risk) or implicitly (changes in the price of electricity over time). The DR 

event is sent in the following format:   

 
{  

  "notificationId": "1600170570",  

  "title": "New DR Event",  

  "feidID": "FEID02",  

  "message": "DVN3 sent a new request",  

  "createdDate": "2020 - 09- 15T11:49:30Z",  

  "type": "DRevent",  

  "metadata": {  

    "requestId ": "b88e6e7a - 0cd5 - 4f83 - a8da - 061525b44ffe"  

  },  

  "status": 0  

}  

 

3.5.1.2.1 DVN-customer UI packets anomaly detection 

 

In order to detect anomalies related to the DVN customer UI communication, the frequency of the 

notifications is examined in terms of WebSocket packets network traffic generation. Normally that kind 

of notifications are generated once or twice a day. For the identification of abnormal network traffic 

load, a stacked de-noising auto-encoder model [39], which is described in the following section, is 
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trained with network traffic statistic data with the aim of learning to distinguish normal from abnormal 

network traffic patterns. 

 

3.5.1.2.1.2 Stacked De-noising Auto-encoder model 

 

De-noising auto-encoders are an extension of conventional auto-encoders with the difference that the 

input data are being compromised with the addition of some noise, in order to extract more robust 

features, thus generalizing better. The Stacked Denoising Autoencoder is composed of several encoding 

layers that are pre-trained individually, each one with input the output of the previous layer. Finally, on 

top of the stacked encoding layers, a softmax classification layer is added, with number of neurons equal 

to the number of different classes, in this case 2 (Normal, Anomaly). 

 

3.5.1.2.1.3 Training Model 

 

For the training of the model, normal notification messages generation interval was considered to be 10 

minutes for the sake of enough data generation to train the model. After capturing 2 days of Websocket 

packets network traffic from a custom MQTT notification producer to the customer UI, another capture 

took place, this time with notifications frequency set to 6 seconds, which represents an abnormal pattern 

of notification generation. Consequently, from the .pcap files of the network traffic, network flow 

statistics were extracted with the help of a custom software network traffic sensor based on the open 

source CicFlowMeter tool5. Totally, from 2 days of normal notification generation 289 network flows 

were produced and from 3 hours of intense notification generation 1781. From these network flows, a 

dataset was created which was split to a train and a test dataset for the Stacked De-noising Auto-encoder 

model. In order to optimize the efficiency of the model, the training software module implements 

hyperparameter optimization for each individual encoding layer of the model, with the aim to minimize 

the reconstruction mean squared error. Specifically, several combinations of values were tested for the 

neurons dropping out percentage of the dropout layer that induces noise to the input data, the number of 

neurons of the encoding layer and the batch size during training. The results of classification 

performance on the test set are summarized in the following confusion matrix plot: 

 

 

Figure 21. Confusion Matrix for the notification frequency anomaly detection experiment 

 

From the confusion matrix plot, it can be understood that the Stacked De-noising Auto-encoder model 

achieves satisfactory results, as it has limited false positives and false negatives. Further optimization of 

the model could be achieved by adding more parameters to the hyperparameter optimization procedure 

                                                      
5 https://github.com/ahlashkari/CICFlowMeter 



 

H2020 Grant Agreement Number: 773960 

Document ID: WP5 / D5.3   

 

  Page 48 

of the training software module, such as the encoder activation function or the optimizer type. Although 

the downside of such an approach would be the increased training time, as more hyperparameter 

combinations would have to be tested, the training software module uses spark-sklearn package in order 

to distribute the tests to a spark cluster and thus significantly lower the computation time.    

 

 

 DELTA P2P Network  

 

In the DELTA platform, the P2P network has been implemented relying on the OpenFire server. To use 

this P2P network a client has been developed, i.e., the CIM, allowing local infrastructures to 

communicate with others through the OpenFire server. Therefore, two different software artefacts are 

involved in the P2P network, on the one hand, the Openfire server, and on the other hand, the CIM. 

 

For each artefact, different attacks (and therefore KPIs) are covered. It should be noted, that due to the 

centralization of OpenFire not all the attacks could be applied to the DELTA network. Some of these 

non-applicable attacks are: A) Sybil attack, because in the DELTA network the users are created by an 

administrator (server node); B) File poisoning attack, because in the DELTA network there is no file 

sharing, just data exchange; C) Rational attack, because there are no advantages or disadvantages for 

not sharing content. 

 

3.5.2.1 OpenFire 

 

OpenFire provides tools to implement some of the above-mentioned KPIs (3.3.4).  

 

Through the Openfire configuration, certain parameters can be set to help us to increase the security of 

the service. In ñRegistration Settingsò section (Figure 22), to increase security it has been chosen to 

restrict the creation of new users (only an administrator can create users), deny anonymous connections 

and users can change their password (users also use certificates to identify themselves). If necessary, for 

any reason, a range or certain IPs could be provided to restrict the login in OpenFire. This configuration 

provides solutions to the following KPIs: 

 

¶ Number of accounts. Due to the restriction of user creation, the number of accounts is set by 

the administrator. 

 

¶ Number of nodes. Due to the restriction of user creation, allowing only one login per account 

and the prevention of anonymous login, the number of nodes is not increased. 

 

In the DELTA platform, OpenFire uses certain plugins, such as the API plugin. In addition, OpenFire 

releases software updates, adding improvements and providing security patches. For this reason, in the 

ñManage Updatesò section (Figure 23), alerts are turn on to indicate if there are new updates pending. 

This parameter allows to check the following KPI: 

 

¶ Node software. With the update of the OpenFire server and plugins, security failures that have 

been discovered are prevented. 

 

Activating the option ñmessage auditingò it in the ñAudit Policyò section (Figure 24), OpenFire allows 

registering the messages that have been transmitted within the platform. There are three types of 

packages: Message Packets (the messages sent by the nodes), Presence Packets (used to communicate 

the presence of other nodes), and IQ Paquets (used to get and set information on the server, including 

authentication, roster operations, and creating accounts). 
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Figure 22. Registration Settings 
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Figure 23. Manage Updates. 

 

All this information (errors, warning, information messages, and debug messages) is stored in the 

OpenFire log folder. Analysing these messages provides solutions for the following KPIs: 

 

¶ Total number of events. If the number of events is significant, it is recorded in the log and can 

be analysed later. 

 

¶ Number of events per node/IP. A user can only login once. If anomalous behaviour occurs in 

a user, it facilitates the location of the node and thus, the detection of possible attacks. 

 

 

 



 

H2020 Grant Agreement Number: 773960 

Document ID: WP5 / D5.3   

 

  Page 51 

 

Figure 24. Audit Policy 

 

3.5.2.2 CIM 

 

To help monitor the tools provided by OpenFire, a platform has been developed to collect and display 

the main data of the clients connected to the DELTA network using the CIM. In this platform is possible 

to see, in real-time, the CIM clients that are connected to the network, the communications among them, 

and the software version that each node uses, the requests, and even their logs remotely. 

 

Using this software, the KPIs of the previous section can be checked, and new KPIs can be cover: 

 

¶ Detection time. Through the CIM, different control tools are included to detect a threat. With 

these tools, it is possible to consider how long it takes for an attack to be detected.  

 

¶ Number of false positive. Once attacks are detected, it is possible to determine if the attack has 

been a false positive, so this KPI would be covered. 

 

¶ Resolution time. Once an attack has been detected and if it is not a false positive, it is possible 

to determine how long it takes to resolve an attack. 

 

Figure 25 shows the login screen for this service. Once identified, the total instances in the service are 

displayed (Figure 26), indicating those CIMs that are down and on. 
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Figure 25. CIM Monitor  

 

 
 

Figure 26. Service Being Monitored 

 

For each instance, a dashboard allows seeing, in real-time, relevant server information (memory usage, 

processor usage, garbage collection pauses, etc.). In addition, in each instance, different sections are 

available to check the CIM security such as the logs that the server has published, the server 

configuration, the server cache, etc. (Figure 27). 

 




































































































